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Abstract

This thesis explores mathematical and algorithmic questions at the intersection of computational
physics and probability theory, specifically focusing on Molecular Dynamics (MD). MD
simulations are essential for understanding the macroscopic properties of matter based on an
atomistic description, yet they face persistent and significant hurdles. The primary challenge
addressed in this work is the "timescale problem" caused by metastability: molecular systems
often remain trapped in local ensembles of atomic configurations (or metastable states) for
extended periods of time, making the simulation of rare transition events computationally
prohibitive, even though these events are crucial to the understanding of the macroscopic
behavior of the system. This thesis contributes to the analysis and sampling of these molecular
dynamics through three complementary axes: the spectral analysis and optimization of
metastable states, the computation of nonequilibrium transport coefficients, and the rigorous
derivation of overdamped limits for degenerate stochastic differential equations.

The first main contribution addresses the definition and optimization of metastable states to
improve accelerated sampling algorithms, specifically the Parallel Replica (ParRep) method.
The efficiency of such algorithms relies on a large separation of timescales within a defined
metastable region: the system must relax to a local equilibrium (the quasi-stationary distribu-
tion) much faster than it exits the state. We first provide a theoretical foundation for analyzing
these timescales by deriving quantitative spectral asymptotics for the infinitesimal generator of
the overdamped Langevin dynamics. A key novelty of this work is the analysis of Dirichlet
eigenvalues on domains with temperature-dependent boundaries. In the low-temperature limit,
we rigorously derive precise asymptotic estimates for the principal eigenvalue (related to the
mean exit time) and the spectral gap (related to the relaxation time). We establish a modified
Eyring-—Kramers formula that accounts for the specific geometry of the domain boundary
near saddle points, demonstrating that the pre-exponential factor of the exit rate is highly
sensitive to the shape of the domain, in a way that can be computed explicitly.

We also propose a novel numerical method to optimize the definition of metastable states.
Standard definitions based on basins of attraction of the potential energy are often sub-
optimal, particularly when entropic effects are significant. We formulate the definition of
a metastable state as an eigenvalue shape optimization problem, aiming to maximize the
separation of timescales, understood as the ratio of the exit time to the local relaxation time.
We derive analytic shape derivatives for the Dirichlet eigenvalues of reversible diffusions and
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construct a robust local ascent algorithm to deform the domain boundary. To handle the
high dimensionality of realistic molecular systems, we propose a strategy based on dynamical
coarse-graining using collective variables. We validate this methodology on a biomolecular
system, demonstrating empirically that optimized domains can yield significant improvements

in the separation of timescales compared to standard definitions.

The second axis of the thesis shifts focus to nonequilibrium molecular dynamics (NEMD) and
the computation of transport coefficients, such as mobility and shear viscosity. Standard
NEMD methods impose a fixed external force and measure the resulting average flux. We
introduce a dual approach based on constrained stochastic dynamics. In this framework,
the flux is constrained to a fixed value, and the average force required to sustain this flux
is measured. We derive the stochastic differential equation governing these dynamics in a
general setting, and focus on underdamped Langevin systems, typically used in practice to
compute transport coefficients. Through numerical experiments on Lennard—Jones fluids,
we demonstrate empirically that the constant-flux method yields consistent linear response
estimates in the thermodynamic limit, and that the corresponding estimators exhibit lower
asymptotic variance than standard NEMD estimators, making them a computationally efficient
alternative for calculating transport properties.

A final contribution addresses the rigorous link between two models of molecular dynamics.
We study the high-friction limit of the kinetic or underdamped Langevin equation with
a position-dependent friction coefficient. By deriving new functional-analytic—so-called
hypocoercive—estimates, we provide a new proof of the convergence of the position process
to the overdamped Langevin dynamics with anisotropic and position-dependent fluctuation-
dissipation coefficients. This approach avoids the complexities of some previous methods, and
clearly elucidates the origin of the noise-induced drift term in the limiting equation.
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Résumé de la these

Cette these traite de questions mathématiques et algorithmiques a 'interface de la physique
statistique computationnelle et de la théorie des probabilités, et plus spécifiquement de certaines
méthodes numériques issues de la dynamique moléculaire (MD). Les simulations de MD sont
cruciales pour comprendre les propriétés macroscopiques de la matiere en se fondant sur la
description atomique, mais se heurtent néanmoins a des obstacles persistants et importants.
Le principal défi abordé dans ce travail est le “probleme des échelles de temps” induit par la
métastabilité des systemes considérés. Les systemes moléculaires restent souvent piégés dans
des ensembles locaux de configurations atomiques (ou états métastables) pendant de longues
périodes, rendant la simulation des événements rares de transition tres coliteuse en termes de
calcul, alors méme que ces événements sont cruciaux pour la compréhension du comportement
macroscopique du systeme. Cette these contribue a ’analyse et a I’échantillonnage de ces
dynamiques a travers trois axes : ’analyse spectrale et 'optimisation des états métastables, le
calcul des coefficients de transport hors équilibre, et la dérivation de limites sur-amorties pour

certaines équations différentielles stochastiques dégénérées.

La premiere contribution principale porte sur la définition et 'optimisation des états métastables
afin d’améliorer une famille d’algorithmes d’échantillonnage dynamique accéléré, de type
“Parallel Replica” (ParRep). L’efficacité de tels algorithmes repose sur une grande séparation
des échelles de temps au sein d’une région métastable définie : le systeme doit converger vers
un équilibre local (la distribution quasi-stationnaire) beaucoup plus vite qu'il ne quitte ’état.
Nous fournissons d’abord un fondement théorique pour ’analyse de ces échelles de temps en
établissant des asymptotiques spectrales quantitatives pour le générateur infinitésimal de la
dynamique de Langevin sur-amortie. Une nouveauté clé de ce travail réside dans 1’analyse des
valeurs propres de Dirichlet sur des domaines dont la frontiere dépend de la température. Dans
la limite de basse température, nous dérivons rigoureusement des estimations asymptotiques
précises pour la valeur propre principale (liée au temps de sortie moyen) et le trou spectral (lié
au temps de relaxation). Nous établissons une formule d’Eyring—Kramers modifiée qui prend
en compte la géométrie spécifique de la frontiere du domaine pres des points-selles, démontrant
que le préfacteur du taux de sortie est tres sensible a la forme du domaine, d'une maniere qui
peut étre calculée explicitement.

Nous proposons également une nouvelle méthode numérique pour optimiser la définition des
états métastables. Les définitions standard basées sur les bassins d’attraction de ’énergie
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potentielle sont souvent sous-optimales, particulierement lorsque les effets entropiques sont im-
portants. Nous formulons la définition d’un état métastable comme un probléeme d’optimisation
de forme pour un objectif dépendant des valeurs propres, visant a maximiser la séparation
des échelles de temps, comprise comme le rapport entre le temps de sortie et le temps de
relaxation local. Nous dérivons des dérivées de forme analytiques pour les valeurs propres de
Dirichlet de diffusions réversibles et construisons un algorithme robuste d’ascension locale pour
déformer la frontiere du domaine. Pour gérer les difficultés liées a la grande dimension des
systemes moléculaires, nous proposons une stratégie basée sur un “coarse-graining” dynamique
utilisant des variables collectives. Nous validons cette méthodologie sur un systéme biologique,
démontrant empiriquement que les domaines optimisés peuvent apporter des améliorations
notables dans la séparation des échelles de temps par rapport aux définitions standard.

Le deuxiéme axe de la theése se concentre sur la dynamique moléculaire hors équilibre (NEMD)
et le calcul des coefficients de transport, tels que la mobilité et la viscosité de cisaillement. Les
méthodes NEMD standard imposent une force externe fixe et mesurent le flux moyen résultant.
Nous introduisons une approche duale basée sur une dynamique stochastique contrainte. Dans
ce cadre, le flux est contraint a une valeur fixe, et la force moyenne requise pour maintenir ce
flux est mesurée. Nous dérivons I’équation différentielle stochastique régissant ces dynamiques
dans un cadre général, et nous nous concentrons sur les systémes de Langevin sous-amortis,
typiquement utilisés en pratique pour calculer ces coefficients de transport. A travers des
expériences numériques sur des fluides de Lennard—Jones, nous démontrons empiriquement
que la méthode a flux constant produit des estimateurs de réponse linéaire équivalents dans la
limite thermodynamique, et que ces estimateurs présentent souvent une variance asymptotique
plus faible que les estimateurs NEMD standard, ce qui fait de la méthode duale une alternative

efficace numériquement pour le calcul de propriétés de transport.

Enfin, une derniere contribution aborde le lien rigoureux entre deux modeles de dynamique
moléculaire. Nous étudions la limite de I’équation de Langevin dite cinétique ou sous-amortie
dans le régime grande friction, avec un coefficient de friction anisotrope dépendant de la variable
de position. En dérivant de nouvelles estimées d’analyse fonctionnelle dites hypocoercives, nous
fournissons une nouvelle preuve de la convergence du processus de position vers la dynamique
de Langevin sur-amortie avec des coefficients de diffusion anisotropes. Cette approche évite
les complexités de certaines méthodes précédentes et élucide clairement 1'origine du terme de

dérive induit par le bruit dans I’équation limite.
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Chapter

Introduction

This thesis addresses some theoretical and algorithmic questions in computational physics
from the mathematical point of view. Our contributions are motivated by persistent challenges
in the computation of dynamical properties in molecular systems, both in the equilibrium and
nonequilibrium settings, using stochastic models of molecular motion. Computing dynamical
properties requires sampling informative microscopic trajectories of the molecular system
of interest. The main obstruction is metastability, a central phenomenon in this thesis,
which implies that such trajectories are necessarily long relative to the timescales of thermal
atomic motion. For many systems, the timescale gap is such that sampling sufficiently long
trajectories is simply infeasible with standard methods, and requires the conception, analysis
and implementation of dedicated numerical strategies.

In Section 1.1, we present a (necessarily incomplete) overview of the field of molecular
dynamics, with a particular emphasis on the mathematical framework which will be used
throughout this thesis. In Section 1.2, we present in more detail the problem of measuring
dynamical properties, as well as one class of algorithmic solutions designed to address the
sampling of long trajectories, the so-called accelerated molecular dynamics (AMD) methods of
Arthur Voter and collaborators, see [332, 333, 334, 312|. For the purpose of introducing these
methods clearly and identifying the main algorithmic questions, this discussion is partly formal.
We review in Section 1.3 some of the main mathematical approaches to study metastability
in molecular systems, and introduce useful mathematical formalism in view of analyzing and
optimizing the efficiency of AMD algorithms. We finally present the contributions of this
thesis in Section 1.4.

1.1 An overview of molecular dynamics

Molecular dynamics (MD) is a set of techniques aimed at extracting properties of atomistic
systems from carefully designed computer simulations. For details on the associated algorithms
and additional background on MD from an applied perspective, we refer the interested reader
to [7, 133, 324]. Due to the development of flexible and efficient methodologies, as well as
the steady increase in available computational power over the last seventy years, MD has



2 1.1. An overview of molecular dynamics

become a mainstay of computational physics, and is now routinely used in a variety of scientific
applications from computational thermodynamics and material science to drug discovery and
cell biology. We refer to [26] for a historical perspective. Fundamentally, MD simulates the
time-evolution of systems at the atomic scale, by treating atoms as classical point particles,
whose trajectories are governed by a defined set of dynamical laws. From the simulation and
recording of these trajectories, several important scientific needs can be covered. Indeed, MD

is simultaneously:

o A means to compute properties of matter: MD provides numerical estimators for ther-
modynamic, structural and dynamical quantities that may be difficult or impossible to
measure experimentally, due to extreme conditions or prohibitive costs. This includes
materials which have not been synthesized yet, so that MD is a crucial tool in new
materials discovery. Typical outputs include radial distribution functions, free-energy
differences, pressure and enthalpy, defect formation energies, reaction rates, and transport
coefficients. With sufficiently long sampling, MD yields statistically converged values that
can be used to parametrize coarser models. The computation of dynamical properties,
and the associated need for long-time microscopic sampling, are the core motivation for
the contributions of this thesis.

o A numerical microscope: MD simulations allow to resolve molecular trajectories at a
level of detail which is far beyond the reach of physical experiments. The analysis of MD
trajectories can help to visualize reaction pathways, identify transition states, observe
collective rearrangements (such as nucleation, defect propagation or protein folding), and
extract mechanistic hypotheses that guide theoretical developments and experiments.
These insights are especially valuable for understanding rare events and conformational
changes, where a single trajectory can reveal the sequence of microscopic steps behind
an observed macroscopic transition. MD simulations can be understood as in silico
experiments, which have become an important tool of modern materials and biological
research.

o A benchmark for new methods: an important use case of MD simulations is the develop-
ment and testing of novel numerical and modelling tools for MD itself, which in turn
often have implications for computational science at large. Because realistic atomistic
simulations combine the challenges of high dimensionality, multimodality, anisotropy,
time-dependent signals and multiscale behavior, they make a perfect testbed to prototype
and benchmark numerical methods.

o A hurdle for theory: high-fidelity MD simulations have themselves become a source of
“ground truth” data. Notably, long trajectories produced on bespoke hardware [300]
are routinely used to test biophysical hypotheses and to train data-driven models. At
the same time, algorithms used in MD simulations are sources of inspiration for many
interesting mathematical questions, which are still a fruitful area of research, and some
of which we address in this thesis.

Appreciating the vast discrepancies between the atomic, macroscopic and computational
realms is key to understanding the scope of molecular dynamics simulations. It is therefore
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instructive to review some of the characteristic scales at play. Some typical atomistic orders of
magnitude are given below.

o Macroscopic amounts of matter are counted in moles of molecules, which are multiples of
Avogadro’s number Na = 6.022 x 10%3. A tablespoon of liquid water at room temperature
contains about 0.8 moles of H5O molecules.

o Length is measured in units of Angstréms (1 A= 107'm). For example, the Bohr
radius of hydrogen is 0.529 A, while the helix of B-DNA has a diameter of 20 A.

o Time is measured in units of femtoseconds (1fs= 107!%s), which is also the typical
timestep for MD simulations. The fastest molecular motions, such as the period of
hydrogen bond stretching vibrational modes, are of the order of 10fs.

For comparison, we list some orders of magnitude related to the scale of achievable compu-
tations.

o A 2018 projection [278] estimates the size of the global “datasphere” (the total amount
of digital information on Earth) to reach 175 zettabytes by 2025, which corresponds
to 0.29 Na bytes.

o Typical consumer machines provide on the order of 10'? bytes of persistent storage
capacity, whereas data centers and high-performance computing facilities operate at
the 10'°-10'8 bytes scale.

o Personal CPUs and GPUs deliver on the order of 10°-10'? floating-point operations
per second (FLOPS), while modern exascale machines target sustained performance at
around 10'® FLOPS [297].

This profound disparity between available computational resources and atomic scales implies
that MD will fall short of fully resolving the microscopic trajectories of macroscopic systems
(say, a second-long evolution of a millimeter-sized sample) for a foreseeable future.

The floating-point operation cost of advancing the simulation by a single timestep typically
scales linearly with the number of atoms in the system: this fact imposes a hard limit on
the (length x system size) of a feasible simulation given available computational resources at
any fixed time. Critically, it also reveals a present bottleneck for observing phenomena of
scientific interest: with timesteps on the order of 1fs, simulating a single us of a system’s
evolution requires executing on the order of a billion sequential steps. Yet, many important
processes are known to take place over timescales of milliseconds to seconds, or even longer.

Nevertheless, landmark MD simulations have consistently scaled up to larger numbers of
atoms (and also to longer simulation times, but for rather different reasons). Scaling in
the spatial domain (i.e. increasing the number of atoms in the system) can be achieved by
exploiting a common property of molecular systems, namely the locality of interactions. This
property allows to distribute the cost of advancing the simulation by one timestep, leveraging
parallel computing architectures and domain decomposition algorithms. This locality is the
structural property which allows the linear scaling of the cost of MD simulations with system
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size. The link between locality and scalability is as ancient as MD itself, and underpins some
of the earliest algorithmic innovations in the field, such as neighbor lists [328].

The situation is seemingly bleaker in the time domain. The sequential nature of trajectories
forbids distributing the computational cost of a single long simulation across parallel simulations
of shorter segments. At first glance, the only way to extend the achievable computational
timescales is by hardware-level or low-level software optimizations of the simulation procedure.
This challenge is known as the timescale problem of MD. While progress has been made using
this brute-force approach, today still, for a typical solvated protein, a full day of computation
on one high-performance GPU yields, at best, a few hundred ns of trajectory time [170], and

still much less for the large systems of interest to materials science.

To enable the simulation of long trajectories for relevant systems (without requiring access
to highly specialized hardware) sophisticated algorithms have to be developed to go beyond
sequential MD. A class of such methods are the so-called accelerated MD methods pioneered
by Arthur Voter [332, 334, 312], which play a crucial role in this thesis, and are discussed in
further detail in Section 1.2 below. Similarly to the algorithms allowing to scale in space, these
methods rely on a structural property of many molecular systems, namely their metastability.
Loosely speaking, a metastable system spends the majority of its time in long-lived, quasi-
stationary states, punctuated by rare and abrupt transitions between them. Metastable
systems have become an object of study in their own right in mathematical physics, for which
many mathematical results have been obtained, some of which we review in Section 1.3, derive
in Chapter 2, and apply in Chapter 3.

Some historical milestones. Despite the challenges discussed above, full-atom “brute-
force” MD simulations have been successfully applied to various problems. Here we list some
simulations, notable for their historical importance and/or their novel magnitude, both in the
spatial and time domains.

o 1958: Metropolis et al. [247] compute the equation of state for a hard-sphere model
using a Monte Carlo method, spawning the field of computational statistical physics.
This early work is followed in 1957 by the first simulation [4] of the molecular dynamics
of a hard sphere model.

o 1964: Rahman [273] measures properties of liquid Argon using a MD simulation of inter-
acting Lennard—Jones particles. Results are consistent with experimental measurements.
This is followed in 1971 by the more challenging case of liquid water [274] by Rahman
and Stillinger.

o 1975: Levitt and Warshel [237] simulate a protein folding using a coarse-grained energy
minimization procedure.

o 1988: Levitt and Sharon [236] perform the first simulation of a protein in explicit water

solvent, a 0.2 nanosecond-long trajectory.

o 1998: Duan and Kollman [109] publish the first microsecond-long simulation of a fast-
folding protein in explicit solvent, the villin headpiece, exposing the intricate mechanisms
underlying protein folding.
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o 2002: Abraham et al. [1] carry out the first MD simulation involving more than a billion
atoms, a short trajectory of a flawed FCC crystal undergoing ductile failure.

o 2008: Germann and Kadau [135] report the first MD simulation involving a trillion
atoms, 40 timesteps of a Lennard—Jones crystal.

o 2010: Shaw et al. [301] perform the first millisecond-long simulation of a protein in
explicit solvent, using a dedicated machine design [300], and at great financial cost.

o 2017: Perilla and Schulten [269] publish a full-atom simulation of the HIV-1 viral capsid
in water (64 million atoms for 1.2 us).

Long MD trajectories provide valuable insight into the thermodynamic and kinetic properties
of molecular systems, by revealing their microscopic states and how they change in time. The
framework of statistical mechanics, which we now introduce, connects the microscopic state
of a physical system to its macroscopic properties, and in so doing provides the basis for the
measurement of physical properties from simulation data.

1.1.1 Elements of statistical mechanics

Statistical mechanics is the rigorous attempt to reconcile the microscopic point of view, in which
a system’s many microscopic degrees of freedom evolve according to fundamental physical laws,
and the macroscopic point of view, according to which only a handful of variables are relevant
to describe the system’s state and evolution. Here, we present the necessary formalism to
treat the molecular systems of interest in MD. In particular, we restrict our scope to classical
systems. We note however that a similar Gibbsian formalism also exists for quantum systems
(see [126, 20]) and has been more generally used to great effect in the study of a variety of
disordered systems, such as spin glasses [113], Hopfield networks [265] and their quantum
counterparts [282, 287].

Microscopic states, their energy and classical dynamics. In this thesis, we consider
systems of N > 1 point particles, representing classical atomic nuclei. The system’s microscopic
configuration, or microstate, is described by the positions and momenta (masses times velocities)

of each one of these nuclei. The microstate therefore corresponds to a point in phase space,

(¢,p) €E:=Qx P, (1.1)

where Q is a configurational domain, and for a configuration (¢q,p) € &, ¢ € Q is the position

variable, and p € P is the associated momentum variable in the momentum space P.

To each microstate (q,p) € &, we associate its energy H(q,p). The function H is called
the Hamiltonian. In most situations, @ C R3Y, P = R3" | and the Hamiltonian takes the
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separable form

ml]Ig, 0 0
1 _ 0 mg]lg s 0
H(g,p)=V())+5p' Mlp,  M=| " (12)
0 cee 0 mN]Ig

where V' : Q@ — R is a potential energy function, the term K(p) = %pTM_lp is the kinetic
energy, and M is a diagonal matrix encoding the atomic masses in the system, with m; > 0
giving the mass of the i-th particle for 1 < ¢ < N. For 1 < i < N, we will also denote
by ¢; € R3 and p; € R? respectively the position and momentum of the i-th nucleus.

The classical equations of motion, as described by Newton’s second law, can be written
compactly using the Hamiltonian (1.2). They are equivalently expressed by the following
ordinary differential equation in &:

d

1 Xy = JVH(Xy), X = (q,pt) €E, (1.3)

where J is the symplectic matrix

(0 Iy
J—<H3N 0). (1.4)

In this form, the equation (1.3) is known as Hamiltonian dynamics, and its trajectories in
phase space describe the time-evolution of an isolated system of classical particles.

On the choice of the interaction potential VV. The potential is the crucial physical ingre-
dient, as it encodes the interactions between nuclei, and thus deeply influence their dynamics.
Ideally, it is defined by the ground-state energy Vpo(q) of the electronic Hamiltonian associated
to a given position g € Q of classical nuclei, in the Born-Oppenheimer approximation [56].
For systems of interest in MD, computing Vg0 requires solving a very high-dimensional partial
differential equation (PDE) eigenvalue problem, which is computationally prohibitive. Instead,
one resorts to a variety of approximations to estimate Vpo, or rather its gradient VVpo with
respect to ¢, since the dynamics (1.3) only depends on the force —VV. These classes of
approximations are also known as force fields, of which we distinguish three main families.

o Ab initio methods leverage the considerable work in electronic structure theory over the
last 100 years. Many numerical methods have been developed to address the problem of
approximating the ground-state Vpo: with no claim of exhaustivity, popular schemes
include the Hartree-Fock method, the more precise (and costly) post—Hartree—Fock
methods, as well as methods rooted in density functional theory (DFT), see [188, 65]
for comprehensive introductions. While such methods can be very accurate, as they
incorporate quantum effects of the electronic structure in the classical nuclear dynamics,
their poor scaling with respect to system size and their high cost of evaluation limit
their applications to small systems and short simulation times. They are nevertheless
essential to capture some phenomena, such as bond-breaking in chemical reactions.
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o Empirical force fields, which constitute the most important class of methods historically,
proceed by first selecting a set of prototypical systems S, and for each s € S, introducing
a parametric ansatz Vy'(q) for Vgo. The functional form of Vi’ is hand-crafted to
find a balance between physical principles and computational efficiency. To allow the
functional form to be transferable to systems with varying number of atoms and molecular
topologies, Vy’ is usually expressed as a sum of local energy contributions from each atom
in s, which are themselves functions of the corresponding atomic environment, given by
the relative positions of neighboring atoms, their species, and their adjacency relationship
in the covalent bond structure. A regression can then be performed to select an optimal
parameter 0*, in order to replicate a set of targeted thermodynamic or structural
properties over §, measured either experimentally or using ab initio computations. The
empirical potential Véil can then be used to probe systems s’ ¢ S. The oldest and simplest
example of empirical potential is the Lennard-Jones pair-potential (Equation (1.6) below),
which only uses two parameters. Many families of force-fields of this type are still widely
used, such as CHARMM [63], AMBER [264] and GROMOS [299] for biomolecules,
EAM [92] and MEAM [25] for metallic systems, or Tersoff-type potentials [316] for

multi-species solids.

o Machine-learned interatomic potentials (MLIPs) can be understood as the application
of modern machine-learning architectures to the empirical approach described above.
While they are conceptually the same, the two approaches nevertheless differ in that the
parameter # no longer has any clear physical meaning. MLIPs have recently gathered
interest, due to the hope of nearly matching the accuracy of ab-initio methods at a
fraction of their computational cost. This promise has gained some credence in recent
years, due to the demonstrated flexibility of various machine-learning architectures, and
to the rapid increase in the availability of ab-initio training data. We refer to [28, 184]
for recent overviews. This class of models typically defines the potential in two steps,
by first computing for each atom a feature vector of so-called descriptors encoding its
atomic environment, and designed to enforce some physical priors, such as the locality
of interactions and various symmetries. Common choices include radial symmetry
functions [29], SOAP [23] and ACE [108] descriptors. In a second step, the descriptor
is used as input to a machine-learning model, typically a linear model [319], neural
network [29] or Gaussian process [24], giving the energy contribution for a single atom.
Summing over atoms gives the final functional form. Crucially, forces on each atom,
which are required for dynamics (and training the model), can usually be computed

efficiently using reverse-mode automatic differentiation [27].

To give a concrete example—which will be used in Chapter 3— we consider the simplest
variant of the AMBER [264] force-field. It decomposes the potential energy into contributions
associated with bond stretching, bond bending, torsional energy, and pairwise interactions,
modelling Van der Waals and electrostatic interactions between nuclei. More precisely, the
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interatomic potential is given by

Ry ij\2 ki k2
V= > 7(7‘17—7“0) + > ?(aijk_ao )
bonds {¢,5} angles {4,7,k}
ijke ke ikt
Y B (Tt cos(n gy — ) (1.5)

dihedrals {i,j,k,0}
oii\ 2 AN e

+ > ey |l —) —(—]) |+ ,
i1\ - -
1<i<j<N ij ij ij

where the first three sums give the so-called bonded energy contributions, and run over covalent

bond chains of increasing length involving atom 4: 2-chains defining a bond length 7;; = |g; —q;|,
3-chains defining a bond angle o, and 4-chains defining a dihedral (or torsional) an-
gle ¢;jke. The final two sums give the non-bonded contributions, respectively a Lennard-
Jones type term, and a Coulombic interaction term. The various parameters 7 =
(kéj, réj, kzgjk, ozéjk, Fiikt piikt ~ijkl gij i Cij) are determined by the atomic species of atoms ¢, j, k
and ¢, as well as their ordering in the covalent chain for bonded interaction terms. This func-
tional form can be decomposed into a sum V(q) = Y%, Vi(¢), where V; is the contribution
of atom ¢ to the total energy. A schematic representation of the different types of bonded

interaction terms is given in Figure 1.2.

For simpler systems, such as monoatomic noble-gas fluids, this general form reduces to the

Lennard—Jones potential

Vig= Y Viala—a. VLJ<r>=4s[(")u—(“)6], w6)

1<i<j<N r r

which now depends only on two parameters, an energy ¢ and a length o, and which we will
use in Chapter 4. It is represented for reference in Figure 1.1.

In the case where the position domain Q = (LT)? is periodic (see the next paragraph), some
modifications to the non-bonded interaction terms in (1.5) are generally performed for the
sake of efficiency. Namely, the short-range Lennard—Jones-type energy is truncated in such a
way that all atomic pairs (4, ) with r;; > 7. do not contribute, where 0 < r, < L/2 is a fixed
cutoff-radius, see [7, Section 1.6.3], and the choice r. < L/2 ensures that no atom interacts
with one of its periodic images. A finite cutoff radius implies that forces need only be computed
for pairs of neighboring atoms, which represents a substantial efficiency gain in large systems.
Various cutoff strategies ensure the regularity of the resulting potential (see [7, Section 5.2.3]).
The cutoff radius should be chosen sufficiently large in order for the modified potential to
be a small perturbation of the original one. For this reason, this simple strategy cannot be
applied to Coulombic interaction terms which decay too slowly with respect to interatomic
distance, except in prohibitively large systems. To treat these Coulombic long-range terms, a
number of strategies have been proposed, most notably those based on the Ewald summation
trick, see [133, Chapter 12] and [7, Chapter 6]. This family of methods relies on a preliminary
approximation of the system’s charge density, and on the fact that the electrostatic energy of
a periodic charge density can be evaluated efficiently, by considering the electrostatic Poisson
equation in the Fourier representation.
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Figure 1.1: The pairwise Lennard—Jones potential defined in (1.6). The functional form imposes a
Van der Waals-like attraction between nuclei further apart than the equilibrium distance r* = 21/64,
and a very strong repulsion between nuclei closer than r*.

Figure 1.2: Bond topology of alanine dipeptide, a toy model for a protein, often used as a benchmark
biophysical system, including in Chapter 3. Orange arrows give examples of contributing modes to the
AMBER energy (1.5). a: Stretching of the (C-N) bond. b: Angle bending associated to the (C—-C=0)
3-chain. ¢ Torsion of the backbone dihedral angle ¥, defined by the (N-C—C-N) 4-chain. Hydrogen
bonds are not represented for the sake of readability.
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Boundary conditions. The specific definition of the phase space £ depends on the physical
model and properties of interest. We distinguish several common choices.

o Periodic boundary conditions: this common choice corresponds to setting Q = (LT)?
and P = R?, where T = R/Z is the unit one-dimensional torus, d = 3N is the number of
position degrees of freedom in the system, and L > 0 is a length parameter fixing the
size of the domain. This setup is essential for studying the bulk properties of matter, as
the periodic unit cell models a small portion of the molecular medium while its images

represent the surrounding environment, reducing surface effects.

o Unbounded domains: setting Q and P equal to R? is appropriate for studying isolated
molecular systems, such as small atomic clusters or single molecules in vacuum.

o Nomn-flat position manifolds: for certain applications, it is useful to restrict the particle
positions to a non-flat manifold Q. This can be useful for enforcing geometric constraints,
such as fixed bond length or angles, or for expressing the equations of motion in non-
Cartesian coordinates [326]. Such constraints can improve the stability of numerical
schemes [293, 10, 22], allowing for larger time steps, and can be used for computing
free energy differences [308, 230]. In this geometric setting, the momentum associated
to a given position g € Q is a cotangent vector p € T Q, and the phase space & is the
cotangent bundle: £ = T*Q, which no longer has the simple product form (1.1).

o FEzotic boundary conditions: for the purpose of some specialized simulations, one can
consider a variety of additional boundary conditions. For instance, one can consider
walls at the boundary of a domain 09, on which particles are subject to specular and
diffusive reflections, or absorption. Absorbing boundary conditions play a crucial role in
the local approach to metastability, see Section 1.3 below and Chapters 2 and 3 of this
thesis. Mixed conditions, which are periodic with respect to a subset of coordinates, can
be used to study interfaces such as cell membranes, see for example [53]. One can even
consider time-dependent definitions, such as Lees-Edwards boundary conditions [215],
which allow to study shear flows.

The choice of boundary conditions fixes the geometry of the phase space. The next step is to
relate this collection of microstates to the macroscopic state of the system.

Statistical ensembles. The basic postulate of statistical mechanics, as formalized by Gibbs
in [136], is that the system’s macroscopic configuration is a probability distribution 7= € P(E)
over the set of possible microstates. The distribution 7 is also known as a statistical or ther-
modynamic ensemble. In this statistical description, the ensemble 7 assigns to each microstate
a likelihood of being the microscopic realization of an observed macrostate, and the choice of
ensemble is a basic modelling assumption.

Given a physical observable ¢ : £€ — R, we can define the macroscopic value of ¢ as
the ensemble average:

E, (4] = /ggpdw. (1.7)
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For example, the pressure P of an isotropic fluid in a periodic box, described by pairwise
interactions such as (1.6), can be expressed as an ensemble average (1.7) of the instantaneous
bulk pressure:

op(a,p) = 275 (P M~ 4" VV(9)) .

3L3

To make this notion of macroscopic configuration operational, one should have a principled
way to assign a specific ensemble to a specific set of physical conditions. We distinguish two
approaches.

o Dynamical definitions. In these constructions, the ensemble 7 is identified with an
invariant probability measure or steady state of the system’s underlying dynamics.
Whether the dynamics are deterministic or stochastic, whenever the system is ergodic
with respect to 7, time averages of observables along a single, long trajectory will converge
to the ensemble average (1.7). This approach provides a physical justification for the
ensemble by connecting it directly to the microscopic time-evolution of the system, in
the case a model of the microscopic dynamics is available. It also the viewpoint which
underpins theoretically the computation of macroscopic properties using equilibrium and

nonequilibrium molecular dynamics.

o Variational definitions based on the principle of mazimal entropy, as described in
[185, 186], offer a fairly general alternative. This approach frames the problem of
determining the thermodynamic ensemble from the sole knowledge of macroscopic data
as one of statistical inference. Namely, the ensemble 7 is defined as the probability
distribution which maximizes the information entropy, given by the ensemble average
Sir] = —(log m)» (with some abuse of notation), subject to a set of constraints fixed by
observing the values of a finite number of macroscopic variables. Informally, this principle
selects the most uninformative distribution compatible with the available information,
and draws a connection between statistical mechanics and information theory. Solving
for m generally leads to explicit expressions, without the need for any reference to a

microscopic dynamics.

Examples of statistical ensembles. We now give some examples, the first two of which
were introduced by Gibbs in [136], and are of primary interest for MD.

o The microcanonical ensemble (NV E) describes an isolated system with a fixed number
of particles (N), volume (V'), and total energy (E). It is given by the probability
measure TNy g, where

1

ZNVE

VAEBE), mnve(A) / VH[ dM g1,
ANH-1(E)

where H is the Hamiltonian (1.2), Hy-1(p) is the (d — 1)-dimensional Hausdorff measure
on the constant-energy surface H~!(FE) and

ZNVE = / IVH| " dH -1 ()
H=1(E)
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is a normalizing constant known as the microcanonical partition function. Dynamically,
it is an invariant measure of Hamiltonian dynamics (1.3) started at a point Xy €
H~'(E). The choice of the microcanonical ensemble can also be motivated by postulating
equiprobability for microstates of equal energy; the measure wyy g can then be defined
(see [229, Section 1.2.3.1]) as the limit as § — 0 of uniform probability distributions
on the energy shells S(E,d) := H '(E — 6, E + §), which are known to maximize the
information entropy in P(S(E,¢)) (whenever S(E,d) is compact).

The canonical ensemble (NVT') describes a system with fixed number of particles and
volume, in thermal equilibrium with a heat bath at a constant temperature 7T'. It is given
by the Boltzmann—Gibbs distribution

1
VA € B(E), A) = /e’ﬁH(q’p)d dp, 18
©. w= 5, 4dp (19)
where p is parametrized by

B = (ksT)™",

kg is Boltzmann’s constant and
Zu(B) = /ge"@H(q’p) dgdp

is the canonical partition function. It is an invariant probability measure for a system
evolving under various dynamics (often stochastic, some of which are discussed in
Section 1.1.2 below) which model the interaction with the heat bath. From the point
of view of the maximum entropy principle, it is derived by maximizing the information
entropy subject to the constraint of a fixed average energy, which is related to the

temperature T by the formula (H), = —8% log Z,(B).

Other equilibrium ensembles can be constructed to model more general physical conditions.
The isothermal-isobaric ensemble (N PT') describes systems at constant temperature and
pressure P, which are often relevant for biological applications, and is derived from the
maximal entropy principle by fixing the average energy and average volume of the system
(related to the pressure P). The grand-canonical ensemble (uV'T) describes systems that
can exchange both heat and particles with a bath, and is defined by fixing the average
energy and average particle number (related to the chemical potential ).

Nonequilibrium ensembles, describe systems driven away from thermal equilibrium by
the application of non-conservative forces or thermal gradients. These systems are
characterized by the presence of irreversible fluxes and entropy production. Most often,
these ensembles are defined dynamically, as the invariant measure of some nonequilibrium
process, in which case the ensemble is also known as a nonequilibrium steady-state (NESS).
The question of finding variational constructions for nonequilibrium ensembles has been
investigated in the physical literature (see [187]), but does not appear to be fully settled
at this time. We elaborate on this type of ensemble in Section 1.2.2 below.

Finally, let us mention that equivalence of ensembles results allow to relate averages in one

ensemble to averages in another. For instance, it has been shown that, for homogeneous



Chapter 1. Introduction 13

systems with short-range interactions, the NV E and NVT ensembles are equivalent (in
several ways, and under technical conditions, see [323] for a detailed discussion) in the
thermodynamic limit N,V — 400 keeping the particle density p = N/V fixed. In particular,
so called macrostate equivalence results imply that, for intensive observables ¢, the canonical
averages () and corresponding microcanonical averages myy g (@) converge to a common limit
when N — 400, where T"and E = Nu are chosen so that the canonical specific energy p (H/N)
converges to the microcanonical one u. Equivalence results for nonequilibrium ensembles is

also a current topic of interest, see [76] for an example.

Collective variables and canonical free-energies. An important quantity associated
with the canonical ensemble is the Helmholtz free-energy

Aw>=—;k%ZAm, (1.9)

from which a variety of thermodynamic properties may be deduced as a function of the
parameter 5. For instance, a simple formal computation shows that the Helmholtz free-energy,
information entropy S(8) := —(log(e’ﬂH/Zu(B))m and internal energy U(fB) := (H), are
related by the famous identity

A®) = U(B) - 35(09)

Often, one is led to describe the microstate of the system with a collective variable (CV),
also known as an order parameter or reaction coordinate. For simplicity, we consider here
a one-dimensional CV, which is a map £ : £€ — R (the extension to multi-dimensional CVs
is discussed in Section 3.4.1 of Chapter 3). Generally, the CV ¢ is chosen to summarize
one of the microstate’s key structural features: the value of some interatomic distance or
angle, a measure of similarity with respect to some reference microstate, or a progress metric
along a reference trajectory are all common examples of CVs. They are very useful to get an
intuitive understanding of the microstate of a large molecular system. In turn, the CV induces

a summarized description of the ensemble itself, via the pushforward measure .7 € P(R),
defined by &m(A) = w(€71(A)) for any measurable subset A C R.

In the case of the canonical ensemble 7 = u (see (1.8)), and if £ enjoys some regularity
properties (for instance, it is enough to require that £ be smooth with V& # 0 everywhere),
one can write a formula for &, (A) using the coarea formula [199, Corollary 5.2.6]:

€t // ¢ ﬁHd dz,
v == g P
(o) |VE[ )

where o¢-1(,) is the (d — 1)-dimensional surface measure induced by the Lebesgue measure on
the level set £€71(z). Defining, by analogy with (1.9), the free-energy associated with ¢ as

1 —PH

A) = g loa Z(), Z) = |

e

——dog-1q, 1.10
1) [VE[ (1.10)

we see that £,u has a density Zu(ﬂ)_le_ﬂAé with respect to the one-dimensional Lebesgue
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measure. 1

From the knowledge of A¢, one can recover the macroscopic value of any observable defined
in terms of £&. For ¢ = 1) 0 £, we have

+oo
/ P(z)e P qz
b= - +oo

o0

/ o—BAc(2)d

which can be computed with elementary methods. This explains why the determination of

()

: (1.11)

free energy A¢ given an informative collective variable § is a central task in computational
statistical physics. Numerous algorithms (see [229, 230], [233, Section 4] for an overview of
methods) have been developed to address this specific challenge.

1.1.2 The configurational sampling problem

One of the important uses of MD is the measurement of thermodynamic properties, which
corresponds to the task of computing the ensemble average (1.7) for a given microscopic
observable . For example, so-called histogram methods [229, Section 2.5] for computing the
free-energy (1.10) rely on such averages.

Since the integral in (1.7) has the same high dimensionality as the phase space (typi-
cally, dim& = 6N), these thermodynamic quantities cannot be computed using standard
quadrature methods. Beyond the simplest cases in which (1.7) is analytically computable, one
has to resort to a Monte Carlo method, which relies on the generation of sample configurations
from the thermodynamic ensemble.

In the canonical ensemble, the equilibrium measure (1.8) can be written as a product
measure u(dgdp) = v(dg)k(dp), where

B \3N/2 B Trro
Vg, )= (55) deed VR (L)

v(dg) = 5

L
Z,(8)

are the configurational and kinetic marginal distributions under u, respectively, and

is the configurational partition function. Since & is a simple Gaussian distribution, (pseudo-
random) i.7.d. samples from k can be generated very efficiently using elementary methods.

Therefore the main challenge in this setting is to sample from v, the Gibbs measure.

While we focus on the important case of sampling from p or v, some of the methods and
concepts we describe are more general. To emphasize this point when needed, we introduce a

generic configuration space ) (which will generally be £ or Q), and a target measure = € P())

"Here, we note that adding a constant in the definition (1.10) of A¢ only changes the normalizing constant for
this density from Z,(8) to some other value. Such constants may appear depending on the chosen convention
for the surface measure, for instance if one uses a (d — 1)-dimensional Hausdorff measure. As the normalizing
constant has no effect on the computation of averages via (1.11), we are primarily interested in free-energy
differences.
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(which will generally be p or v) possessing a density p with respect to some reference measure A
on ) (which will generally be the Lebesgue measure). In any case, the goal is to estimate,

given a function ¢ € L'(), ), its average under 7:

W(go):/ygodﬂ:/ygppd)\. (1.13)

Methods for estimating (1.13) generally fall into one of two categories: Markov Chain Monte
Carlo (MCMC) methods [283, 238], based on the Metropolis-Hastings algorithm [247], or
MD-based methods, which rely on time-discretizations of some underlying ergodic dynamics.

Link with Bayesian statistics. Before presenting MCMC methods, we stress that the task
of estimating () has many scientific applications beyond computational physics.

One of these is Bayesian inference. In this setting, one considers a family of probability
distributions w(z|f)dz € P(D) on the set D of observable data, parametrized by 6 € ). One
also fixes a prior distribution II € P())) over the space of parameters. Given a realization z
of the data, the posterior distribution w(-|x) € P()) is given by Bayes’ rule: for A C ) a
measurable set, it writes

Jam(x|0)T1(d9)

M(Afr) = ATZEE

Z(z) = /y (2]0) TI(d6).

Many tasks in Bayesian statistics can be viewed as computing averages with respect to the
posterior distribution. For instance, the posterior predictive likelihood of observing some new
realization x € D is given by the integral

| m@onasla).
y

which is an ensemble average with respect to the posterior distribution. Such integrals, and
others, are similar to those encountered in statistical physics in two key respects:

o The posterior distribution is typically high-dimensional, while not as high-dimensional
as for MD applications.? The likelihood functions 7(-|@) specify a model of the data-
generation process, which may depend on a large number of parameters in many applica-

tions.

o The posterior distribution is known up to a normalization constant, in the sense that it
has the density Z(z)~'m(z|0) with respect to the prior II, where 7(z|f) is explicit. The
only unknown quantity is the normalization constant Z(x), which plays an analogous

role to the partition function.

MCMC methods. Most of these methods are examples of the Metropolis—Hastings al-
gorithm [247, 151], which provides a general method for constructing Markov chains whose

“The dimensionality of @ is typically of the order of 10'~10%, compared to the 10*-10° (and sometimes more)
degrees of freedom involved in modern MD systems.
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stationary distribution is 7w, whenever the density p is known up to a normalization constant.
MCMC methods are particularly well-suited to the problem of sampling microstates from
the canonical ensemble, where the partition function is unknown, as well as from conditional
distributions p(dgdp|A) = p(A)~te PH@P)y 4 (q,p) dgdp for some subset A C .

The algorithm proceeds by generating a candidate configuration ¥’ € ) from a starting
configuration y € ), according to a Markov transition kernel T'(3/|y)A(dy’). This proposed
move is then accepted with some probability a(y’|y) = 0, in which case the chain moves in the
state 1/, or else is rejected, in which case the chain remains in the state y. The acceptance
probability «(y'|y) is defined as the Metropolis ratio

p(y’)T(yly’)> ‘

oy/ly) = min (1’ p()T(Y'|y)

This choice ensures that the resulting Markov chain, with transition kernel K (y2|y1)A(dy2), is

reversible with respect to 7, due to the detailed balance condition

p(y1) K (y2ly1) = p(y2) K (y1]y2).

Given a trajectory (y;);>1 of this chain, a natural estimator for the average (1.13) is given, for
a sampled trajectory of length J > 1, by the trajectory average

J
. 1
P =52 ¢w)): (1.14)
j=1
To justify the quality of these estimators, it is possible, under certain irreducibility conditions

on the kernel K (see for instance [248, Theorem 17.0.1] or [107, Chapter 21]), to obtain ergodic
and central limit theorems (CLTs)

~ J—=+ ~ J—+
Pr———mlp),  VI(Bs—7(p)) Gy ~ N(0,07 i),
y—almost surely in law

for any y € Y, where P, is the law of the chain started from yo = y, and O'?P, x 1s the asymptotic
variance

o

0%k = Varr(p) +2)_ Covr (p(10), p(y;)) < +oo. (1.15)

j=1
Such results prove the consistency of the method, and allow in principle to construct confidence
intervals for the target quantity 7(y). This goal raises the question of estimating 037 x from
trajectory averages, for which some methods have been developed, see for instance [128], [133,
Appendix D] or [229, Section 2.3.1.3] and references therein.

The efficiency of the algorithm in measuring 7(p) critically depends on the choice of the
proposal kernel density 7', which should be designed to minimize 0’3’ - In turn, this is achieved
by making the time series ¢(y;) as uncorrelated as possible. This is a difficult task in MD, due
to the typical structure of the Gibbs measure v, which consists of several sparse and often
anisotropic high-probability modes separated by vast low-probability regions, which have to
be overcome by the trajectories of the Markov chain. Various strategies have been proposed,
ranging from rather inefficient local exploration strategies, such as random-walks [247] or so-

called Metropolized numerical schemes for continuous-time dynamics (such as MALA [286, 284],
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which is based on the overdamped Langevin dynamics, or HMC [110] and gHMC [175]-which
are based on Hamiltonian dynamics), to global strategies leveraging recent progress in deep
generative models, see for instance [257, 134, 179] and references therein.

Langevin dynamics and its overdamped limit. The second broad class of methods are
based on continuous-time dynamics which are ergodic with respect to m. Here we only consider
diffusion processes, which are stochastic processes with trajectories in the configuration space ),
defined by the stochastic differential equation (SDE):

dY; = b(Y;) dt + o (Y;) dW, (1.16)

where b is a vector field on ), ¢ is a matrix of m > 1 vector fields on ), and W is a standard m-
dimensional Brownian motion. The generic dynamics (1.16) will be called the equilibrium
dynamics, as we will consider nonequilibrium perturbations of this SDE in Section 1.2.2.
Various other processes we do not elaborate on, such as piecewise deterministic Markov
processes (PDMPs), could be considered instead of the diffusion (1.16) for the configurational
sampling problem, see [123].

A standard example is the underdamped Langevin dynamics, the model of choice to describe
the motion of molecular systems in thermal equilibrium, and a very common choice in
applications. Its trajectories (¢/,p])t=0 are governed by the following second-order system of

SDEs on &:
dg] = M~"p] dt,

2
dpy = —VV(g))dt —vM~'p} dt + | /% aw;,

where v > 0 is a friction parameter, W is a standard 3/N-dimensional Brownian motion,

(1.17)

and V : @ — R is the interaction potential. One can rewrite the dynamics (1.17) as a

first-order SDE, in the succinct form

2 —~
dX] = (J = AIL,)VH(X]) dt + | /%dewt, (1.18)

where X = (¢/,p/), J is the symplectic matrix defined in (1.4), II,, is the orthogonal projection
onto the p coordinate (i.e. II,(¢,p) = (0,p)), and W is a standard 6 N-dimensional Brownian
motion. Note that setting v = 0 yields the Hamiltonian dynamics (1.3): the underdamped
Langevin dynamics can therefore be understood as a perturbation of the classical equations of
motion by an Ornstein—Uhlenbeck-type evolution in the momentum variable, corresponding
to the SDE dp; = —yM ~1p]dt + \/27/BdW, (and dg; = 0 in the position variable), which is
easily verified to preserve p. By Liouville’s theorem and energy conservation, the Hamiltonian
dynamics also preserves p (meaning that forall t € R, ¢ = p, where ¢, is the Hamiltonian
flow). Therefore, p is an invariant probability measure for the underdamped Langevin dynamics
as a whole. The rigorous version of this argument is discussed below.

The friction parameter v in (1.17) can be understood as a rate of energy exchange with
a surrounding heat bath; a physical justification for this interpretation can be found in the
derivation [129] of the dynamics (1.17) as the effective motion of a Hamiltonian particle



18 1.1. An overview of molecular dynamics

interacting with a bath of M coupled harmonic oscillators, in the limit M — 4-o00. Another
derivation of the dynamics (1.17) consists in considering the motion of a large spherical particle
of mass M > 0 undergoing elastic collisions with an infinite bath of non-interacting point
particles of mass m > 0, in the limit M/m — +oo, see [111, 104]. In this derivation, the
coefficients of the dynamics can be expressed in terms of the density and velocity distribution
of the ideal gas bath.

In the large-friction limit 7 — 400, one can show (see for example [229, Section 2.2.4] or Chap-
ter 5 below) that time-rescaled position trajectories (q;’t)ogth converge to solutions (X¢)o<i<r
of the following SDE on O:

2
dX, = —VV(X,)dt + \fﬂth, (1.19)

where W is again a 3/N-dimensional Brownian motion. This equation is named the overdamped
Langevin dynamics, and admits v as an invariant probability measure.

Similarly to the case of discrete-time Markov chains, ensemble averages are estimated via
trajectory averages. To ensure that these averages are well-defined, one should show that the
trajectories of the dynamics (1.17) and (1.19) can be defined over arbitrarily long times, which

requires some conditions on the potential V. To give an example, the condition
Vel®Q), Ja,b,R>0:V|z|>R, —VV(z)'z<a—blz (V-Conf)

guarantees, using [280, Theorem 5.9]% or [193, Theorem 3.5] that strong solutions (¢, p;)¢>0
and (X¢)i>0 to (1.17) and (1.19) exist for all times. We stress that Assumption (V-Conf)
is sufficient, but by no means necessary: this one has the advantage of being concise and
ensuring both the finiteness of Z,(8) for all 3 > 0 and the everywhere-positivity of e™#V. This
condition is trivially satisfied when Q is compact and V is smooth.

We finally note that one can consider generalizations of these equilibrium dynamics obtained
by modifying the coefficients in (1.19) and (1.17) respectively, introducing (smooth) position-
dependent matrix fields v and ¢ : @ — R3V*3N_ More precisely, considering the modified
underdamped dynamics

dg) = M~1p] dt,
4y Py 1 (1.20)
dp; = —-VV(q))dt — (¢ )M~ p] dt + o(q])) AW,
and the modified overdamped dynamics
1
dX; = —y(Xy)VV(Xy) dt + Ediv Y(Xy) dt + o(Xy) AWy, (1.21)

where div denotes the row-wise divergence operator, it is easy to show that these dynamics
preserve u and v respectively, provided the matrix-valued functions « and o are related by the

3In the overdamped case, the Lyapunov function W (z) = |z|? 4+ ¢ for some ¢ > 1 will do in [280, Theorem
|z|—+oo

5.9]. The condition also implies that V(z) ————— +o0, so that the conditions of [280, Example 5.10] are
satisfied.
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fluctuation-dissipation relation

oo = 2; (1.22)

In particular, v must be symmetric negative semidefinite. The dynamical relevance of the
coefficients v and ¢ have to be assessed on a case-by-case basis. Regardless of the physical
interpretation of these coefficients, these modified dynamics provide a valid sampling instrument
to generate canonical microstates. A natural question in this perspective is the optimization of
the matrix v to improve the efficiency of the associated sampling method, see [70, 86, 226, 232]
for recent works in this direction. Both the dynamics (1.21) and (1.20) play a role in this
thesis, see Chapter 3 for (1.21) and Chapter 5 for (1.20).

Ergodic averages. Given an observable ¢ € L'(), ) an estimator for the average m(y) is
given by the trajectory or ergodic average:

. 1 (T
YT = f/ ‘P(Yt) dt, (123)
0

of a continuous-time ergodic process Y with trajectories in ), invariant under , typically the
solution to a Brownian SDE such as (1.16). The invariance condition means that

| Bu(¥i € Ay n(ay) = =(4)

for all measurable A C Y and all ¢ > 0, where P, denotes the law of Y started from Yy = y.
Similarly to the case of estimators coming from MCMC algorithms, the consistency and
accuracy of the estimator (1.23) should be checked. This is most easily done by introducing

the infinitesimal generator associated with the dynamics.

Infinitesimal generator. For any continuous-time process Y with trajectories in ) such as
the equilibrium dynamics (1.16), we may define two operators:
Yy Y . Tf-f
T f(yo) = | F)Py (Y € dy) =By, [f(Yy)], L7 f= lim ———=.
hY t—0+ t
The family of operators (T} );>o forms the transition semigroup for the process Y. It is a
semigroup of contractions on the Banach space (Co(Y),supy | -|) of continuous functions
vanishing at infinity (or equivalently the closure of the space C°(Y) of test functions for
the sup-norm). Provided Y has the Feller property (see [279, Section IIL.2]), it is in fact

a Cp-semigroup, with generator £Y. We will often use the notation ot = TY.

Assuming the law 9 (t,%) dy of the time-marginal Y; admits a C?> A-density (¢, -) at any
time ¢ > 0, this density is a solution to the Fokker—Planck equation:

O = (EY)Tw, (1.24)

t
where the operator (EY) denotes the formal L?(\)-adjoint of the generator, acting in the

spatial component. When no such density exists, an equation like (1.24) applies to PtY, but
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only a priori in the sense of distributions, in which case (EY) should be interpreted as the

generator of the dual semigroup acting on P(}).

Many stability properties of the dynamics are encoded by the generator, and can often be
revealed by considering the generator’s action on a well-chosen Lyapunov function, see [243,
280, 150] for some of the many applications of this strategy.

Under Assumption V-Conf, both the underdamped and overdamped dynamics are Feller
processes with continuous trajectories (see [193, Theorem 3.5]), and their generators L, :=
L£@P) and £ := £X act on the space C of smooth compactly supported functions as
second-order differential operators

A=p'M'v,,
_ T 1
L, = A+ B+~0, where { B==VV Vp, and £L=-VVTV+ 34 (129)
1
O=—p M1V, + BA,,,

where the indices under the operators Vg, V,,, A, indicate the variable with respect to which
differentials are taken. The operator Ly, := A + B is the generator of the Hamiltonian
dynamics (1.3), while the operator 4O is the generator of an Ornstein—Uhlenbeck process in
the momentum variable. These expressions are a consequence of I1t6’s formula.

Given these expressions, checking that p and v are invariant measures for these respective
dynamics simply amounts to checking, in view of (1.24), that

te=BH _ pto—BV _
Lle =L'e =0. (1.26)
Both the operators £ and £, can be written in the form
M
A=Xo+ ) Xi, (1.27)

k=1

for some first-order differential operators (Xy)o<r<as satisfying Hormander’s condition. This
condition requires that the algebra of iterated commutators associated to the decomposi-
tion (1.27) has full rank everywhere, namely

dim Span { Xiq, [Xig, X, [Xig, Xiu], Xis), -, ()20 € {0,..., M} =D, (1.28)
where D = 3N if A= L, and D = 6N if A = L,. This condition ensures that all the operators
L,Ly, LN Lh 0 —L£,0,— LT

are hypoelliptic (see [174], [280, Section 7]), which implies in particular that the laws of the
time marginals X; and X; have smooth Lebesgue-densities for any ¢ > 0. In fact £ and £
are elliptic, owing to the fact that the diffusion matrix in (1.19) is non-degenerate, in contrast
to the diffusion matrix in (1.18).
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Convergence of trajectory averages. From the knowledge of an invariant probability
measure with positive Lebesgue density (which follows from (1.26) as soon as Z, (/) is finite)
and the hypoellipticity of the generators, the results of Kliemann [196] can be used to prove
an ergodic theorem. * One can show in particular that, from any initial condition (¢, p) € £
or z € Q, the trajectory average (1.23) converges almost-surely to the average of ¢ under the

invariant measure.

To establish a CLT, one can use the results of [38] to show (see the discussion in [233, Section
3.1]) that, for ¢ € L*(Y, 1),

VT (pr—me) TG~ N (0,02), o2 =2 [ Tp(-£") MMpdr,  (1.20)
in law hY%

where IIf = f — 7(f) denotes the centering projector with respect to 7. The CLT is therefore

valid as long as the Poisson equation —£Y f = Iy is well-posed, in the sense that such an f

should exist and belong to L?(), 7). A simple sufficient condition to this end is to establish

an exponential decay bound

IN,C > 0:Vt >0, HQMYHEHE < Ce™, (1.30)

on the operator norm of the semigroup, for some Banach space E continuously embedded
in IIL?(), 7). Note that bounds such as (1.30) can be used to establish the convergence of

time marginal distributions of the process in various topologies, by duality.

The CLT (1.29) is then satisfied for any ¢ such that Il € E, since the bound (1.30) ensures
that 400
(—£Y)™t = / e'£” dt (1.31)
0

is a continuous inverse of —£ on F (so that the Poisson equation is well-posed), with moreover
(e

The goal of establishing exponential decay estimates such as (1.30) motivates the study of

<< (1.32)
E—E A

the long-time behavior of the transition semigroup on E = IIL?(Q, ), which can be related to
the spectrum of £ on the weighted space L?(r) := L*(Y, ).

Spectral gap of the generator. Due to the invariance of m under the dual action of etﬁy,
the family (emy)go is also a Cp-semigroup of contractions on L?(7), whose infinitesimal
generator we denote by £Y. We refer the reader to [240, Chapter 8] for a general discussion of

the analytical properties of this semigroup and its generator in the elliptic case.

In the overdamped case, C°(Q) is a core for £ (see [240, Theorem 8.1.26]), and one has the
equality (which follows on the core from an integration by parts, recalling the expression (1.25)

“The crucial point is to check Hérmander’s condition (1.28). In the underdamped case, we write £, =
Xo+ % Zj’fl ij with Xo = A+ B —'ypTMflvp, and X; = 4 /%”6,,], for 1 < j < 3N. The commutator identity

V1< j <3N, [Xo, X;] = (M (vV, — vq))j , implies that dim Span { X1, ..., Xan, [Xo, X1], ..., [Xo, Xan]} =
6N. In the overdamped case, this condition is already verified without considering any commutators.
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for £):
(. L), = —1/ ViTVedv, VfeH(v),geDL), (1.33)
B Jo

and D(L) C H'(v), where the weighted Sobolev space
H'(v) = {f € [*(v) : Vf € L*(v)*"}

is the form domain. The generator £ is therefore symmetric on L?(v), and in fact self-adjoint, a
property which reflects the reversibility of the dynamics (1.19) with respect to v. The quadratic
form (1.33) known as the Dirichlet form in the probability literature. Note in this case that
the Fokker-Planck operator £ is also symmetric, but on the weighted space L?(v~!) weighted
by the inverse of the Gibbs density, due to the identity [q Liopdy=! = Jole/p)L(Y/py)dv,
where we write p, for the Gibbs density (1.12).

To study the spectral properties of the generator £Y, it is often convenient to consider a
unitarily conjugated operator acting on the “flat” space L?(), \) obtained by reweighting

observables, namely the operator p/2£Y p=1/2,

Applying this conjugation to the overdamped generator £, we obtain the so-called Witten
Laplacian, introduced in [340], acting on C°(Q) C L?(Q) as:

_ 1
8

which now writes as a negative Schrodinger operator. The spectral properties of £ can then

Aygi=e VetV = —A—Us,  Ugi= %vw? - %AV, (1.34)

be recovered from the well-developed spectral theory for quantum Hamiltonians. For example,
a classical criterion (see [276, Theorem X.28]) implies that if Ug is bounded from below, the
operator Ay g is essentially self-adjoint on CZ°(Q), so that the (closed) operator L is self-adjoint.
If Ug(x) M +00, then the closure of Ay 3 and therefore £ have compact resolvents
(see [277, Theorem XIII.67]), which implies that the spectrum of £ consists of a discrete set of
eigenvalues

0= —)\0”3 > —)\175 = —)\2”3 = (1.35)

enumerated with multiplicity, and such that A, g 220, 1 50. Note that the first eigen-

value, \g g3 = 0, is simple (see for instance [277, Theorem XIII.47]), and corresponds to the
subspace ker £ = ker IT C L?() of constant functions.

Under Assumption (V-Conf), a sufficient condition for the spectrum of £ to be of the
form (1.35) is that V2V is bounded or that Q is compact®. The Courant-Fisher characterization
of A 3 and the expression (1.33) then give the optimal Poincaré inequality:

1
Voe H'(v),  [Tpll72, < m“VSOH%%)-

This inequality is well-known (see for instance [233, Proposition 2.3]) to be equivalent to

the bound (1.30) with F = IIL?(v), C =1 and A = A 5. In view of the bound (1.32), the

2
14

It is also possible to establish (suboptimal) Poincaré inequalities with direct estimates, under

asymptotic variance o, can then be bounded in terms of the sharp exponent \; g and H<PH%2(,,).

5This follows easily from the fact that (V-Conf) implies |VV (x)| > blz| — a/|z| for |z| > R.
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the same growth assumption on Ug, see for example [329, Theorem A.1].

One can try to apply the same procedure to the generator £, of the underdamped Langevin
dynamics, to obtain the Kramers—Fokker—Planck operator, acting on C2°(£) C L?(€) as:

8
2

_8
Py i=e 2L = Lham + vAK(p) 55

1 8, 1 _
Eham =A+ B, AK(p),ﬁ = BAP - <4‘M 1p|2 - iTr(M 1)) )

where Ag () 5 is a Witten Laplacian in the p-variable, associated to the kinetic energy K (p) =
2p"M~p. It can be shown when V € C>°(Q) that C2°(Q) is a core for £, ®, and that, under
suitable conditions on the potential V' and its derivatives, £, has compact resolvent, and
therefore pure point spectrum’ (see for example [254, Corollary 5.10]). Using hypoelliptic
estimates related to —P,va, one can then establish (see [254, Theorem 6.4] or [169, 112] for
earlier results) a bound such as (1.30) in E = I1L?(u), for some constant C' > 1.

Beyond these abstract results, it is of considerable practical interest to obtain bounds of
the form (1.30) which are quantitative, in the sense that the constants C' and A\ are explicit,
or, failing this, scale in an explicit way with the physical parameters N,y and §. It is
also important to establish such bounds for dynamics other than (1.19) and (1.17), such as
nonequilibrium dynamics (see Section 1.2.2 below) for which the invariant measure 7 is not

necessarily explicit.

A variety of approaches have been developed to this end. To mention only a few, other
choices of functional settings, corresponding to different choices of Banach space E can be
considered, such as Lyapunov-weighted B> spaces (see [280, Section 8]), including in some
nonequilibrium settings [182], but the rates are rarely quantitative. Hypocoercive estimates
(see for instance [329, 105, 106, 37] and references therein) offer a different route to decay
bounds such as (1.30). These have the advantage of generally leading to explicit scalings
of the decay exponent A in terms of the friction parameter ~, in both the Hamiltonian
limit v — 0 and the overdamped limit v — 400. These can also be extended perturbatively
to some nonequilibrium settings [182, Theorems 1-3]. Finally, low-temperature spectral
asymptotics (see [304, 195, 157, 61, 35, 166, 167, 168] and references therein) aim to give
quantitative estimates of the optimal exponent A in (1.30), in the limit § — 4o00. Under
suitable assumptions, one can derive Eyring—Kramers-type formulas for A; broadly speaking,
one can view a small value of A\ as a signature of the metastability of the continuous dynamics,
which therefore acts as an obstacle to efficient configurational sampling. We come back to this
point in Section 1.3 below.

Discretizations of the Langevin dynamics. In practice, equations (1.17) and (1.19)
cannot be solved exactly. Therefore, the trajectory averages (1.23) are approximated by ergodic
averages along discrete-time trajectories generated by appropriate numerical schemes, two of

A direct adaptation of the proof of [254, Proposition 5.5] shows that the closure — P, is maximally accretive
in L?(€). Therefore, the closure —A + B + O of the differential operator (1.25) on C2°(€) is maximally accretive
on L?(u): it must be the closed accretive operator —L.,.

"In fact, the Helffer—Nier conjecture (which is unsolved in full generality) proposes that £. has compact
resolvent if and only if £ has compact resolvent.



24 1.1. An overview of molecular dynamics

which we now present. In this paragraph, we choose a certain timestep parameter At > 0.

For the overdamped Langevin dynamics, a standard numerical scheme is given by the
FEuler—-Maruyama method

2
Xn+1 = X" — AtVV(Xn) + \/;QZ“ ggt = W(n+1)At - WnAt7

which can be implemented easily because the Brownian increments (GR,)n>0 are 4.7.d. with
common law N (0, Atldsy). This scheme therefore defines a Markov chain with transition
kernel

B 3N/2
PAM(x,da’) = <47rAt) e~ axtlT—o' —AVV (@) g

This scheme is also known in the MCMC literature as the unadjusted Langevin algorithm
(ULA), by opposition to its Metropolis-adjusted counterpart (MALA [286, 284]).

For the underdamped Langevin dynamics, a popular family of methods is given by splitting
schemes, which rely on the decomposition (1.25) of the generator £, g as a sum of generators
of explicitly solvable dynamics. Namely, simple computations show that the operators A, B
and vO are the infinitesimal generators of the following transition semigroups:

A (g, p) = ¢ (¢+ AtM'p,p)
e*Po(g,p) = ¢ (¢,p — ALVV (q)), (1.36)

9
e21%(q,p) = E [«p (q, e p+ | 7/ e (AL S)dWﬂ

where the last operator rewrites, using It6’s isometry,

— a—27At
N A A |

AL,

29 (q,p) =E

Many schemes can then be constructed based on various splittings of e . For example,

the OBABO scheme is the Markov chain associated with the Strang splitting approximation

oANO/2,AtB/2 AtA AtB/2 AtyO/2 (1.37)

AtL, PQBABO(

of the semigroup e The transition kernel q,p,dq’,dp’) is the result of the
dual action of the operator (1.37) on the Dirac measure J,,), and as for the case of the

Euler-Maruyama scheme, it possesses a fully explicit Lebesgue-density.

In the case v = 0, splitting schemes based on the transition operators (1.36) reduce to
so-called symplectic integrators for the Hamiltonian dynamics (1.3). For instance, the velocity
Verlet method corresponds to the splitting BAB, which is the v — 0 limit of the scheme (1.37).
Symplectic schemes are well-known [147, 148] to mirror many of the qualitative properties
of the Hamiltonian flow (in particular, they have long-term energy preservation properties)
which makes them the standard choice for the integration of long trajectories of Hamiltonian

Systems.
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Given a numerical scheme, an estimator @ a; for the ensemble average (1.7) can be defined,
using averages over trajectories of the associated Markov chain, just as for the MCMC
estimators (1.14). In this case, the estimator @y a; is associated to a time-discretization of a
trajectory of the dynamics (1.17) or (1.19) of physical length Ty, = JAt. The existence of an
invariant probability measure for the chain, and the convergence analysis for the estimator @ A
can be performed using the general theory of discrete-time, continuous-space Markov chains,
as in the case of MCMC estimators, see for instance [243, Section 6], [221], and references
therein.

An important feature setting apart MD-based methods from MCMC-based methods is that
the invariant measure ma; associated to a particular numerical scheme is generically not the
ensemble measure 7 associated with the average (1.13). As a consequence, the estimator @Ay
is typically not a consistent estimator of m(y) as J — +o0. To control this systematic bias, one
can ensure the invariance of w by performing a Metropolis rejection step, as described above.
In practice, this timestep bias is typically negligible compared to the statistical error for MD
simulations. To nevertheless control this source of error, one can derive rigorous estimates
in At for the bias ma:(¢) — m(p), see for instance [313], [233, Section 3.2.3], [221, Section 2.4].
In turn, these error estimates can be leveraged to reduce the systematic error, for instance
by applying Richardson’s extrapolation method [281], or using analytical correction schemes,
see [233, Section 3.3.4].

For MD-based estimators, the asymptotic variance of the estimator ¢ ; o, defined by numerical

trajectory averages is given by

+o0o
At = Varey, () + 2" Covay, (9(Y0),0(Y™),

n=1

where (Y™),>0 is the Markov chain defining the numerical scheme, with invariant measure ma;.
This expression can be seen formally as an approximation of

2
At

+oo 1 9
| B p(otp(vi) at = 5702,

using a trapezoidal quadrature rule for the time-integral, the substitutions ma; < 7 and

Y" « Y, a¢ for n > 0, and equations (1.29), (1.31) to express the continuous-time asymptotic

2
%)

this computation shows formally that the variance associated with discrete-time MD estimators

variance o7 as an integrated autocorrelation. Considering the physical simulation time T' = JAt,
is dictated (at dominant order and in the asymptotic regime J — +00) by the variance of the
corresponding continuous-time ergodic average @ defined in (1.23). Rigorous error estimates
justifying this assertion for various numerical schemes can be obtained, see for instance [233,
Section 5.3.1] or [221, Section 2.5].

Enhanced sampling methods. For both MCMC and MD-based methods to estimate E,[¢],
the efficiency of a given estimator is determined by its asymptotic variance, respectively given
by (1.15) and (1.39) for the naive trajectory estimators (1.14), (1.23). Due to the poor design
of the proposition kernel K, or to the metastability of the continuous-time dynamics, these
may suffer from a large asymptotic variance. Short of modifying the dynamics to improve
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sampling, some alternative strategies can be implemented, inspired by classical variance

reduction techniques. Enhanced sampling methods, particularly those aimed at computing the

free energy (1.10), are a vast and important subject in the MD methodological literature. We

refer to the perpetual review [162] for a more exhaustive overview and additional references.

o Importance sampling [322], [238, Section 2.5] consists in replacing the target ensemble 7
with a dominating probability measure 7’ > 7, and computing the average with respect
to 7' of a reweighted observable. It derives from a simple identity:

P P
wo) = [ woar= [erbar=x (+5). (1.38)
y y P P

where 7'(dy) = p'(y)A(dy). In the context of canonical sampling, i.e. when 7 € {v, u},
a simple way to design 7’ is by adding a biasing potential V to the potential energy
function V. Assuming for simplicity that ¢ only depends on atomic positions, the
formula (1.38) writes

BV —B(V+V) =
T (o)

m(p) = = —— = =
/ Ve BV+Y) o (eBV)
Q

Both terms in this ratio can be estimated from trajectory averages of a biased dynamics,
under one of the SDEs (1.17), (1.19), (1.20), (1.21) with the substitution V « V +V,
or using MCMC methods. Often, the biasing potential is defined in terms of a collective
variable, to focus sampling on a specific region of position space, or to reduce the height
of free energy barriers. Importance sampling will be used in Chapter 3 of this thesis.
Adaptive biasing techniques are a powerful class of related methods, we refer to [229,
Chapter 5], [162, Section 7] and references therein for overviews.

Control variates, in their simplest implementation, replace ¢ by ¢ — cy, for observables 1
such that 7(¢)) = 0 and some scalar control ¢ € R. One can estimate m(p) = 7(¢ — c))
with the naive estimators (1.14) or (1.23), and choose the control ¢ to minimize the
corresponding asymptotic variance, namely 0’%(7<p_ cp OF Ui_ b In both cases, this leads
to a closed-form expression for the optimal control, which in turn can be estimated
from trajectory correlations. A simple way to ensure that 7(¢)) = 0 is to take 9 in
the range of the generator LY, see for instance [233, Section 3.4.2] and [289]. Beyond
this simple scheme, one can extend this strategy to multivariate controls, or controls
which are themselves stochastic processes such as carefully chosen martingales, see for
example [11, 161]. Martingale control variates are used extensively in Chapter 4 of this
thesis.

Symmetrization, in the spirit of antithetic variates, exploits symmetries in the system to
construct new estimators from existing ones, by exploiting the identity

m(p) =Ex UG P oty uc(dg)} :

valid whenever g — 1), is a group action of G on Y leaving 7 invariant, and pg € P(G)

is any probability measure on G. For physical systems of indistinguishable particles, G is
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typically generated by a set of rigid motions of the configuration space, and permutations
of particles.

This family of methods is a simple way to ensure some amount of variance reduction, as

implied by Jensen’s inequality:

(/G © 0 1y uc(dg)>2

This method is very general, as the same principle allows to use symmetries in the

Exr

<E, | [ (00 ua(dg)] = Erl

distribution of trajectories of the dynamics, which provides a simple approach to reducing
the variance of estimators for the dynamical quantities discussed in Section 1.2 below. An
example of symmetrization of dynamical averages applied to shear viscosity computations
can be found in [96, 241].

o Stratified sampling relies on a decomposition of the configuration space in several regions,
roughly corresponding to modes of 7, which are sampled independently. This can be
done more efficiently than sampling from 7 for well-defined regions. Samples from each
region are then combined and reweighted according to the relative probability of each
region under 7. Various reweighting schemes are possible, see for instance [161, 302],
and [233, Section 3.4.1] for details.

We refer to [162] for various other methods, such as so-called extended ensemble techniques,
which augment the phase space with non-physical degrees of freedom allowing to bypass
free-energy barriers.

1.2 The trajectorial sampling problem

In Section 1.1.2, we presented various methods for computing ensemble averages (1.7). In this
section, we consider the problem of computing dynamical properties, which can be defined
as averages over a path ensemble of microstate trajectories. It is intuitively clear that this
is a qualitatively harder problem than the configurational sampling problem discussed in
Section 1.1.2: in asking for trajectories, we traded a high but finite-dimensional space of
microstates for an infinite-dimensional space of paths.

After a general approach to dynamical properties of interest, we present in Section 1.2.1 a
class of methods which address the timescale problem introduced in Section 1.1, and which form
a core motivation for the results of Chapters 2 and 3. Following this, we discuss the sampling
of nonequilibrium response properties in Section 1.2.2, which motivate the contributions of
Chapter 4.

Dynamical properties are determined by the underlying model of the molecular dynamics,
which is usually an instance of one of the dynamics (1.20) or (1.21), but is at any rate given
by a SDE of the form (1.16). In particular, while ensemble averages (1.13) were invariant with
respect to particular choices of dynamical parameters (such as the choice of the parameter 7 in
the dynamics (1.17), (1.21) or (1.20)), dynamical properties are generically sensitive to these
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choices, which should now therefore be regarded as physical modelling parameters, rather than
hyperparameters of the sampling algorithm.

The computation of dynamical quantities is the main motivation for all the methods studied
in this thesis. We begin by giving some typical examples of quantities of interest.

o Autocorrelations. Due to the CLT (1.29) for the ergodic average (1.23) of some ¢ € L?(7),
as well as the expression (1.31) for the inverse generator (which holds assuming a bound
of the form (1.30)), the asymptotic variance can be written

7 =2 [ Covs (M), pl30)) . (1.3

This integral, which is a functional of the trajectory, is the prototypical example of a
dynamical property, and computing it is of practical interest to quantify the statistical
uncertainty associated with estimators of the thermodynamic average m(¢p).

o Path statistics. Many quantities of interest can be reduced to path averages of the form

Ero [f(7,Y7)] (1.40)

where 7 is some distribution of initial microstates, 7 is a stopping time for the process Y,
and f: R x Y — R is a measurable function. For example, given two closed disjoint
subsets A, B C ), their respective hitting times 74,7, and C C 9B, the committor
function, mean first passage time and the reactive time distribution function and entering

distribution kernel, can be defined respectively as

hasp(y) =Py (1 < 7a), Taly) =Ey[ra],
P t< P, (Y- < 1.41
Y (TB < TA)? TFA—>B(y7 C) _ Ty ( 5 € C, 1 TA)' ( )
hap(y) hap(y)

FA—)B (yv t) =

These are all examples of quantities which can be computed using averages of the
form (1.40).

The subsets A and B can be understood as ensembles of microstates corresponding to
the reactant and product state of a given chemical reaction, or as discriminating between
two metastable conformations of a molecule. Regardless of the specific interpretation,
these quantities are of great interest in biology, where they can be used to estimate
reaction rates, and resolve both the timescales and microscopic mechanisms underlying
some of the most important biochemical processes, such as protein folding, protein-ligand
binding and enzyme catalysis.

The last two quantities in (1.41) are examples of conditional path averages, which can
be challenging to compute with naive methods when Py (7p < 74) is small. A variety of
algorithms have been developed to address this specific problem (see for instance [97, 8, 68]
and references therein).

o Response properties relate perturbations of the dynamics to perturbations of physical
averages under these dynamics. More precisely, one considers a perturbation Y of the
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equilibrium dynamics Y defined in (1.16), which should be thought of as a nonequilib-
rium dynamics. The associated invariant measure 7, is an example of a nonequilibrium
thermodynamic ensemble, already introduced in Section 1.1. The goal is to compute
perturbed thermodynamic averages m,(R) for a physically motivated response observ-
able R:Y — R, measuring an irreversible flux in the system. Although estimating
the average flux m,(R) is conceptually precisely the configurational sampling problem
from m, we discussed in Section 1.1.2 above, the measure 7, is in general only defined
implicitly by being stationary for the nonequilibrium dynamics. Sampling trajectories
of these dynamics is therefore necessary to estimate the average flux. An important
related quantity is the linear response, defined as the derivative o = 0,7, (R)|p=0. The
Green-Kubo formula (1.64) derived in Section 1.2.2 expresses the linear response as a
specific functional of the equilibrium path ensemble, and explains why a can be viewed
as a dynamical property. The computation of the linear response is the motivation
for the method developed in Chapter 4 of this thesis. We elaborate on this specific
and important case in Section 1.2.2 below. Finally, methods to compute alchemical
free-energy differences via the Jarzynski-Crooks formula (see [229, Chapter 4]) also rely

on sampling trajectories from nonequilibrium path ensembles.

The ability to measure dynamical properties hinges on the ability to sample unbiased, long
trajectories of the dynamics. Sampled trajectories, to be useful, should be long enough so that
the integral from a time T" to +oo of the correlation in (1.39) can be neglected, or that the
time 7 corresponding to the event of interest is likely to have elapsed in (1.40). In most cases,
sampling long trajectories is computationally prohibitive using naive methods, due to the
timescale problem introduced in Section 1.1. The source of this challenge is the metastability of
the system, whereby typical trajectories of the dynamics remain trapped in particular regions
of the phase space for very long times before transitioning to other regions, where they remain
trapped once again. These regions are called metastable states, and typical paths of the system
alternate between long periods of residence within these metastable states and rare and rapid

transitions between them.

The nature of the trapping mechanism associated to a metastable state {2 depends on the
system under consideration. It may be that €2 contains some attractor gy for the equilibrium
dynamics, whose neighborhood cannot be escaped by the dynamics, without entering regions
of low likelihood according to w. This is the situation for the dynamics (1.17) or (1.19)
around local energy minima of V surrounded by energetic barriers which are high relative
to kgT = B~'. It may also be the case that escaping £ does not require crossing low-likelihood
regions, but rather navigating narrow configurational pathways via a very specific realization
of the driving noise. This is the typical obstacle to global conformational changes in organic
molecules, which are forbidden by steric effects unless well-coordinated collective motions of
atoms occur. In this case, we speak of entropic barriers, which are particularly pronounced in

high-dimensional bonded systems.

In many cases, the presence of entropic barriers can be revealed by considering the free-energy
landscape (1.10) given an appropriate collective variable £ : ) — R, corresponding to a slow
variable of the system. We illustrate this point in the following example, which was suggested
to us by Danny Perez.
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Example 1.1 (Energetic versus entropic barriers.). We consider, for d > 1, potentials
on YV = RY of the form
V(y) = W(y) + k(y) il (1.42)

where W, k are scalar-valued functions with k > 0 pointwise, and §; = (y2,...,yq) ' € R
We also choose the natural reaction coordinate £(y) = yi1, and the associated free-energy (1.10),

which in this case can be computed analytically:

d—1
2

Fe(y1) = W) + log k(y1) + C(d, B) (1.43)
for some explicit constant C(d, 3). Different choices of W and k lead to different trapping
mechanisms. The purely energetic case (see Figure 1.3 below for an example) corresponds to
the choices k(y1) = 1 and W possessing more than one local minimum. The purely entropic
case (see Figure 1.4 below for an example) corresponds to the case where W has only one local
minimum (which is therefore global), but where k displays some spatial dependence. In each
case £ is a slow variable of the system, with metastable states separated by free-energy barriers
in F¢. In the cold regime 3 > d, the energetic barriers from W are the dominant terms in the
expression (1.43), while in the high-dimensional regime d > /3, entropic contributions from &

are the primary effect.

1.2.1 Accelerated MD algorithms

The timescale problem is a direct consequence of the metastable nature of most molecular
systems. As illustrated in Example 1.1, the dynamics can become trapped for long periods
in metastable states corresponding to local minima of the free-energy landscape. Transitions
between these states require the system to cross high free-energy barriers, which are, by
definition, infrequent events. In these metastable systems, most of the wall-clock time of
a sequential MD simulation will be spent in the simulation of thermal fluctuations within
free-energy basins, which are typically uninformative. To overcome this issue, the family

of accelerated MD (AMD) algorithms has been proposed to go beyond sequential MD.

Here, we choose a slightly different setup than what can be found in other reviews of
AMD (see for instance [337, 267] or [233, Sections 6.3 & 6.4 |), allowing for the definition
of more general metastable states, which can in particular overlap. We consider a collection
of subsets of ), denoted by (24)acr, each representing a distinct metastable region of the
configuration space, which we call metastable states. We assume that for each a € I, Y\ Q,
has non-empty interior. Within each state €, we define a core-set or milestone C, C €. We

assume that core-sets are disjoint:
Va # o, ConNCy = 2. (1.44)
We recursively define a sequence of events, corresponding to the sequence of visits to the

set of milestones. This sequence consists in a sequence of hitting times (7,,)n>0, as well as a

sequence of milestone indices (av, )n>0. The sequence is defined as follows: let 7_1 =0, a1 = &
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Figure 1.3: The case of a purely energetic barrier, W(y) = 1(y* — 1) and k(y) = 1 in (1.42).
Top row: two-dimensional slice of the potential V' in the (y1,y2)-plane. Middle row: free-energy
profile for £(y) = y1 and various values of the physical parameters d and 5. The physically irrelevant
constant C(d, 8) in (1.43) has been substracted. Bottom row: sample trajectories of the slow variable £
under the dynamics (1.19) for the potential V', showcasing metastability at low temperature.
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Figure 1.4: The case of a purely entropic barrier, W (y) = %y2 and k(y) = 1+e10v" in (1.42). Top row:
two-dimensional slice of the potential in the (y1, y2)-plane. Middle row: free-energy profiles for £(y) = ;.
Middle row: sample trajectories of the slow variable under the dynamics (1.19), showcasing metastability
in high-dimension.
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be undefined, and Yy € ) be some initial configuration. The sequence of events is initialized by

To—inf{t>7—1th€ UCa}, Oéozz@ﬂymeca,

acl acl

where the sum is well-defined owing to the disjointness condition (1.44). Subsequent events

are defined recursively, for n > 0, via

Tn+1 = inf {t >Th 1Y € U C’a} , Qntl1 = Z aly,  eCa-
acl\{an} acl\{an}

We call the I-valued process
(O‘n@))t;o’ n(t)=#{n>0:7, <t} —1 (1.45)

the milestone-to-milestone dynamics (it is the analog in our setting of the state-to-state
dynamics, see [233, Section 6.3]). If the milestones C,, are defined to represent physically
significant configurations, it can reveal the sequence of microscopic steps underlying large
conformational transitions. This is invaluable in providing mechanistic insight into various

biochemical and material processes.

AMD algorithms can be seen as a way to sample (approximately) unbiased trajectories
of the dynamics (7, )n>1, which allow to recover the milestone-to-milestone dynamics.
Note in particular that, for any milestone A, the first hitting time is given by 74 = 7n,-1,
where Ny = inf {n > 0: C,, = A} so that AMD methods yield approximate samples of Y7,
making the quantities (1.41) accessible in principle.

The central idea of accelerated MD methods is to exploit the following property of metastable
systems. For reasonable definitions of the pairs (Cq, Q4 ), and if Yy € C,, the time-marginal
distribution of Law(Y;) will converge to a local equilibrium v, € P(£,), conditionally on
remaining trapped inside €2, for long enough before leaving €2,. One can picture C, as
lying deep inside a free-energy basin, while the metastable state {2, covers the whole basin.
Initializing the dynamics from the local equilibrium v, exit events from €2, defined as the
pair

(Tas Yr,) To ' =Toe =inf {t >0:Y; € Qu}, (1.46)

are infrequent.

The three AMD methods of Arthur Voter, namely Temperature-Accelerated Dynamics (TAD,
2000, [312]), Hyperdynamics (HMD, 1997, [333, 332]) and Parallel Replica (PR, 1998, [334]),
can all be understood as particular methods to sample the exit event (1.46) at a reduced cost,
measured either in terms of number of floating-point operations or of wall-clock time. The
notion of local equilibrium in €2, is formalized, for each « € I, by the following assumption
and approximation, which are both shared by all three AMD methods, and formalize the
condition that each €2, truly corresponds to a metastable state.

Assumption 1.2. There exists a unique probability measure vy € P(Qq) such that, for all
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measurable A C Q,,
P, (Y € A|7q >t) = va(A). (QSD)

A simple argument® shows that (QSD) implies the following property. There exists Ay > 0
such that for any bounded measurable function f : 9Q, — R,

Ev, []]‘Ta>tf (YTQ)] = e_AatEVa [f (YTQ)} :

This equation says that, given Yy ~ v, the exit time 7, is an exponential random variable
with rate \,, independent from the exit point Y.

The measure v, satisfying Assumption (QSD) is called the quasi-stationary distribution
(QSD) for Y inside §2,. The second assumption (which implies the first) states that the law of
the process converges to the QSD provided it stays trapped longer than some time ¢cop () > 0.

Approximation 1.3. Assumption (QSD) holds, and for all yp € Cq:

Vi 2 teorr (@), Law (Y r(a) [Ta > 1) = va. (MS (teorr()))

When teorr () < 1/Aq, Approximation (MS(tcorr(x))) is a separation of timescales hypoth-
esis: it posits that convergence to the QSD occurs on a much shorter timescale than the

metastable exit time.

Regardless of its specific implementation, any procedure to sample the exit event (1.46)
can be used in the following algorithm to simulate the sequence (7, ay)n>1, and therefore
the milestone-to-milestone dynamics (1.45). In the following algorithm, we assume that we
can “run AMD” to sample the exit event (1.46) starting from any local equilibrium.

Algorithm 1.4 (AMD-accelerated trajectorial sampling.). We initialize a simulation clock Ty, =
0, the index n = —1 of the last milestone transition, and st = &, the index of the last
visited milestone. The dynamics is initialized at Yy € Y, and the following steps are iterated

until Tsm, 1 or aqast Satisfy some termination condition.

A) Initialization step. Run sequential MD starting from Y, until T,
where Tqa =inf {t > Ty : Ja €1, Y, € Cy}. Increment Tgy < Ta. Let a € T such
that Y7, € Co. If & # Quast, Set n—n+1, tagt < o, ap < «, and 7y < Tiim + Ta.
Proceed to Step B.

B) Decorrelation step. Run sequential MD starting from Yr,, . for a time teorr(Qast). Incre-
ment Tsim < Tsim + tcorr(alast)-
B.1) If an exit from 2
B.2) If not, Y1,

sim

occured in step B, go back to step A.

last

~ Voo by Approzimation (MS(teor(t))). Proceed to step C.

8Take t,s > 0 and compute E,[f (Yr.)lrastts] = Puoo (Ta > 8) By [f (Yro) Lrastts | Ta >8] =
Py, (ta > s)Ey, [f (Y+.) 1+,>¢] using the strong Markov property and (QSD). Taking f = 1o and t = 0
respectively shows the desired exponentiality and independence properties. The fact that Ao > 0 is a con-
sequence of the fact that Y \ Qo will be eventually be visited by Y with probability 1, see [84, Section
2.3].



Chapter 1. Introduction 35

Q3

Figure 1.5: A metastable trajectory sampled using Algorithm 1.4. Boundaries of metastable states
are represented with dashed lines. The state of the milestone-to-milestone dynamics is represented
by the color of the solid line. AMD-accelerated portions of the trajectory, corresponding to step C in
Algorithm 1.4, are represented by dotted arrows. Here, we represent a recrossing event: the system
reaches C7 and equilibrates under vy, exits €21, but reenters C; before reaching another milestone, upon
which it reequilibrates under v; and finally transitions. If the metastable states are well designed, the
bulk of the physical time evolution is hidden behind the “jumps” performed in step C.

C) Accelerated metastable exit step. Run any AMD procedure starting from YOAMD =Yr,.-
Let (TC, YT/}CMD) be the sampled exit event. Increment Tsm < Tsim + 1c, set Y7, +

Yj%MD, and proceed from step A.

Algorithm 1.4 generates a sequence (7, o, )n>0 Which is statistically exact, provided the
AMD-sampled metastable exit event is unbiased and Approximation (MS (tcorr())) is valid.”
However, some details of the trajectories are lost in step C, and indeed most, since the bulk of a
metastable system’s lifetime is spent in local equilibria. However, these details consist of many
excursions in the quasi-stationary regime, which can easily be sampled a posteriori if necessary.
The most revealing portions of the trajectory, corresponding to transitions between milestones,
are sampled using sequential MD. A schematic representation of a trajectory sampled using
Algorithm 1.4 is given in Figure 1.5.

Before presenting the AMD methods, we give a natural choice for the sets (Q4)acr
and (Cy)aer, which is the setting of Voter’s original papers [333, 332, 334, 312].

Example 1.5 (Energy basins of attraction). Assume that the local minima of the potential V'

9In practice, this condition can only be verified in an approximate sense. Here, we choose to keep the
presentation of AMD algorithms separate from concerns of their numerical analysis, and therefore speak of
“approximations” rather than mathematically formalized hypotheses.
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in Q can be enumerated by a discrete set of isolated points Critg = {24}, - To each z, € Crito,
we associate the basin of attraction for the energy minimization dynamics X'(t) = —VV (X (t)),

QS = A(zq) = {x € Q: ¢(t,x) totoo, xa},

oov(t,z) = =VV(pv(t,z)), oév(0,z)=u=.

(1.47)

It is often the case that the set of local minima is not countable, typically because of
certain symmetry invariances of the potential function V. In this case, one can still often
write Critg = [ J,c; o, where each T', is a connected manifold, which is an orbit under a

certain symmetry group. In this case one should take Q2 = Uzer, A(z).

One can then take Q, = Q2 if the dynamics is given by (1.19), or Q, = Q2 x P if the
dynamics is given by (1.17). Generically, the (£24)qes form a partition of configuration space,

up to a set of measure zero.

Defining C,, = €2, the milestone-to-milestone dynamics (1.45) becomes a “state-to-state”

dynamics.

Finally, we note that in the kinetic case, it may also be interesting to define C C Qg X Pa,
where P, is a subset of momentum space (containing e.g. sufficiently small momenta “entering”
09).

We now present the three AMD methods of Voter, listed roughly in order of decreasing
computational efficiency, but increasing generality and precision.

Temperature-Accelerated Dynamics. In TAD [312], we assume that the dynamics (1.16)
depends on a temperature parameter /3, like (1.21) and (1.20) when the fluctuation-relation (1.22)
holds. Moreover, it relies on a coarse-graining of the exit event into a finite number of dis-
joint transition events, whose probabilities are governed by an Eyring—Kramers-type law. We
recall that the parameter 3 = (kgT)~! is inversely proportional to the temperature. The
fact that the transition event obeys an Eyring—Kramers law is formalized in the following

approximation.

Approximation 1.6. There exists a critical value By > 0 of the temperature parameter, and,

for each a € 1, a finite partition of the boundary

8904 = |_| Fi,ou

1<i<meq

with positive constants (Kia)i<i<cma aNd (€ia)1<i<mea Such that, for all1 < i < mq and B > Po,
. €i, Ma

]P’,/a(ﬁ) (YT’[J; € FZ‘VQ) = ", )\a(ﬂ) = Z lﬂj@eiﬁsj'o‘, (EK)
j=1

where Y? is the dynamics with temperature parameter 3, and v (f) and Ao(B) are the corre-
sponding QSD and metastable exit rate of Assumption (QSD).

The (¢;.a)1<i<m, are called the activation energies, and the (K;q)i1<i<m, are subexponential
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prefactors, which are assumed to be independent of 5. Extensions to situations where the
prefactors are assumed to scale in some explicit way with respect to 5 are straightforward.
When the dynamics is given by (1.19) or (1.17), it is common to define the I'; , as basins of

attraction for the tangential energy minimization dynamics
X'(t) = -I(X()VV(Xy), M(z) =z~ (z'n(x))n(z),  X(0) € 0,

where n denotes the outward normal to 0€2,. In this case, harmonic transition state theory
(HTST) proposes explicit expressions for these constants in terms of local properties of the
potential V', so-called Fyring—Kramers formulas, see Section 1.3 below.

Regardless, using the famous “alarm-clock lemma” for sums of independent exponential
random variables, the combination of Assumption (QSD) and Approximation (EK) can be
reformulated as assuming the following representation for 7q, started from Yy ~ v (5):

in law

T.
T, = min e®ie 1 (T})icicm, ii.d. £(1). (1.48)

1<i<ma Hi’a

Another useful way to understand this coarse-grained exit model is given by the following
description: the exit event started from Yy ~ v, is given by one step of a Markovian jump

process into the set (I'; o) with corresponding jump rates given by the Eyring—Kramers

1<i<my?
formula.

In the original TAD formulation, the states are defined as in Example 1.5, and it is assumed
that teorr(r) = 0 for each a € I. Furthermore, each of the boundary segments (I'; o )1<i<m,
are defined by the portions of the boundary separating €2, from some other energy basin:

V1<i< Mg, 3 #a: Lo =00 N0y (1.49)

Therefore, the original TAD assumptions model the milestone-to-milestone dynamics (1.45)
(which is a state-to-state dynamics in this case) with a Markov jump process on the set I.
Markovian jump models for the milestone-to-milestone dynamics belong to the class of Markov
state models (MSMs), see [181]. The jump process induced by the TAD assumptions is the
basis of kinetic Monte Carlo (KMC) methods to measure dynamical properties, see [335] for

example.

The core idea of TAD, to sample a metastable exit for Y# | is to sample coarse-grained
exits at a higher value of the temperature parameter 3% € (fy, 37) for a given observation
time using sequential MD. Subsequently, one uses the representation (1.48) to infer the first
transition one would have observed at the target value S~. Since the rate of transitions
through I'; , is multiplied by a factor e(B”=8")cia when simulating the system at 3 = 8T
rather than at 8 = 57, one can infer the order in which transitions observed at ST would have
occured at 8~ by determining the value of the activation energies ¢; . Moreover, the transition
states (I'i o )1<i<m, and corresponding activation energies (¢; o)1<i<m, need not be known
in advance, but can instead be detected on the fly at 3 = 37. This discovery phase can be
aborted dynamically, using statistical criteria and a priori bounds on the constants (k; o )1<i<me
and/or (€;q)1<i<m,- All in all, the TAD procedure can lead to a significant acceleration in €,
if (min; €;,4) (8~ — B7) is sufficiently large. For convenience, we give a schematic representation
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of the TAD algorithm in Figure 1.6 below.
The basic structure of the TAD algorithm to sample a transition proceeds as follows.

Algorithm 1.7 (TAD). Initialize high-temperature observation time T,

stop = 00, stmulation

clock TS =0, first transition time T—. = +oo and first transition point Ymin = @. Iterate
S1m min p

the following steps given Yyt ~ vo(87).

A) Reinitialize YT“L+ by drawing an independent sample from v (B7). This can be ignored
if TS =0.

S1m

sim

B) Run sequential MD on Y™ at 8 = BT, until detecting an exit through T; , at time Tf,
for some 1 < i < mgy. Compute €; 4.

This requires a procedure (i,€; o) < FindTransition. Increment T;{m « T S‘i*'m + T;r.

B.1) If Yg is the first observed transition through I'; o, set TZ-Jr = Tf

and T; = " AT If T < Ty, update Ty < T3, Youin 4= Y1
and Ty, < StopCriterion(d, T,;;,). Proceed to step C.

B.2) If a transition through I'; has already been observed, proceed to step A.

C) If T, > T4,

stops Teturn (Tfin, min). Otherwise proceed to step A.

Algorithm 1.7 relies on two auxiliary procedures, FindTransition and StopCriterion. The
role of FindTransition is to determine that an exit occured through I'; , and the associated
activation energy €;,. In the setting of Example 1.5, when I'; , is defined by (1.49), the
activation energy ¢; o is given by an energy difference V(z; ) — V(24), where x; o minimizes V'
onI'; o, and x, is the global minimum of V inside €),. In this case, ;  is an index-1 saddle point
for V. Upon detecting, that Y+ has exited €, (for instance by running gradient descent on V),
two-sided saddle point search methods, such as the nudged-elastic band method (NEB [189]),

can be used to identify z; o, and compute the associated activation energy V(z;qo) — V(zq).

The role of StopCriterion is to ensure that the probability of observing a transition 7" >
StopCriterion(d, 7,

+in) Which would extrapolate to a time T~ < T, is bounded by an user-
supplied confidence parameter § € (0,1). Such criteria are defined using a priori bounds on
the prefactors (Kiq)1<i<m, and/or the activation energies (gi a)1<i<ma, see [344] for additional

details.

In practice, it is possible, using TAD on solid-state systems with high energy barriers, to
reach acceleration factors with respect to sequential MD of the order of 104-10° [312]. The
method is however both inexact and inefficient if the energy barriers are too low, or when
entropic effects are significant.

Hyperdynamics. HMD [333, 332] relies on a local modification of the potential energy V,
and applies to equilibrium systems evolving according to the dynamics (1.19) or (1.17). The
core of the method resides in replacing the potential energy V' by a biased potential V49V in the
governing equation, and considering the resulting biased dynamics Y. The bias potential §V
is non-negative, and such that the restriction to 6V, is compactly supported inside (2.
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(a) Sampling at high temperature (3 = g%).
time (log-scale)
A

v
i)

p* ca
(b) Extrapolation to low temperature.

Figure 1.6: Illustration of the two-step TAD procedure in the framework of Example 1.5, consisting
of (a), sampling metastable exits at high temperature, and (b), reordering these exits in time by
extrapolating to a lower temperature. In this case there are m, = 2 transition states. The slopes of the
lines in Figure (b) are given by the activation energies 1 , and €3 o from Figure (a).

If Q,, is surrounded by energetic barriers, 6V will increase the minimum energy in €2, and thus
effectively lower these energetic barriers, accelerating transitions. A schematic representation
of a HMD-biased potential is given in Figure 1.7 below. We denote by (v2V,X3") the local
equilibrium and metastable exit rate associated with the biased dynamics Y°®V, and rgV the
associated exit time. The core assumption of HMD is that the exit point distribution starting
in any of the two local equilibria is the same.

Approximation 1.8. For all measurable A C 0Q4
Py, (Y, € A) =P, (Y3 € A). (TST)
It is often the case (this is true for example for the case of the overdamped Langevin

dynamics (1.19), see Equation 1.87 in Section 1.3.2 below), that the exiting distribution can

be written explicitly as a boundary flux:

/3nuae BV
P, (Y, € A)=——"14 : (1.50)
ﬁ)\a/ Uae_ﬁv
Qo
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where u,, denotes the density of v, with respect to v(z)1q, (x)dz, and O,u, denotes its outward
normal derivative. Furthermore, when 2, is surrounded by high energy barriers, the local
equilibrium is approximately equal to the restriction v(z)1q, (x) dz of the equilibrium measure.
This motivates the further approximation

/uae_ﬂvz/ e PV, (1.51)
Qa Qa

Applying (1.50) and (1.51) to (TST) (with A = 99, and both Y and Y?"), we have

Ao 1 B (57 fﬂa e BV B an BV o—B(V+46V)
NV T a(0V) = Iy e—B(V+sV) o e—B(V+5V)

«

(1.52)

The quantity B, (6V) is called the boost factor. The last expression for the boost factor in (1.52)
suggests that it can be approximated with an ergodic average of ¢’V along trajectories of Y9V,
prior to exiting €,. Making this assumption motivates the following simple algorithm.

Algorithm 1.9 (Hyperdynamics). A) Generate Y9V ~ V.
B) Run sequential MD on YOV until detecting a transition at time Tsy .

C) Return (Ea(éV)T(;V,YI‘S;‘//), where

~ 1 Tsv
asy= b [ o,

The original formulation of (TST) is motivated by physical heuristics from transition state
theory (TST). The approximation (TST) (as well as (1.51)) can be made fully rigorously for
the dynamics (1.19) in the low temperature regime 3 — +o0, in the presence of sufficiently

high energetic barriers, as we further discuss in Section 1.3 below.

In the case Q, = A(z,) of Example 1.5, and if the Eyring-Kramers approximation (EK)
correctly describes the exit event for both Y and Y%V, one can perform the following sanity
check. Since the activation energies can be written €;, = V(i) — V(24) for some saddle
point z; o € I'; o, raising the energy level inside the well by some constant value £ > 0, so
that V(zq) < V(zq) + E, will not affect the probabilities of exiting through each of the T'; 4,
but will multiply the overall exit rate by e’F, which is indeed consistent with the estimated

boost factor in step C of Algorithm 1.9.

Although Algorithm 1.9 is conceptually simple, it is not so easy to implement in practice,
because of the need to design a biasing potential 0V satisfying 0V|yq_ = 0, whose gradient
can be computed at an affordable computational cost, and for which Approximation (TST)
is valid. We refer to [333, Section II.B] and [332] for a discussion of various strategies in the
case Q, = A(x,). Nevertheless, boost factors of order 10* were reported for the simulation of
an atomic cluster diffusing on a crystalline surface in [332], which translated to accelerations
with respect to sequential MD of order 102, due to the high cost of evaluating V&V .

The original version of HMD was limited to the simulation of relatively small systems, due to
poor scaling in the computational cost associated with 6V, but this issue has been subsequently
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Figure 1.7: Schematic representation of the HMD bias in an energy basin 2, (see Example 1.5). The
original potential V' (black curve) is modified into V' + 6V (red curve) by adding a bias potential §V > 0,
compactly supported inside €. The corresponding local equilibria distributions v and 1%V are represented
by dashed lines. Note that the normal derivatives of the two local equilibrium densities coincide on 9,
implying that the metastable exit distributions are the same for both the biased and unbiased dynamics.

addressed, see e.g. [249, 194] for practical choices of biasing potentials.

Parallel Replica Dynamics. The third of Voter’s AMD methods is the Parallel Replica
(PR) [334] method, and is also the most general, since it only relies on the validity of the
Approximation MS (¢corr(«r)). It is based on the following simple observation. Since 7, is
exponentially distributed and independent from Y., if Yy ~ v, the following equality in law
holds:

(N7 YIN) P2 (0, Yo, ), (1.53)

TN,«

whenever N > 1 and (Y(i)>1 _y e i.1.d. replicas of the dynamics such that Yo(i) ~ v, for
S

all 7, with respective exit times (To(f)) , and
1<i<N
TN, = min Tc(j), Iy = argmin Tg).
1<i<N 1<i<N

Since Ty o is exponentially distributed with rate N\, one obtains an expected acceleration or
order N in the wall-clock time needed to sample the exit event, by simulating the independent
replicas (Y(i))lgig ~ in parallel. A schematic representation of the procedure is given in
Figure 1.8 below.

This observation leads to the following algorithm.

Algorithm 1.10 (Parallel Replica).  A. Dephasing step. Prepare N independent initial
conditions (YO(Z))KKN, each distributed according to ve,.
B. Parallel step. Compute (In,Tn.o) by evolving the replicas (YD) 1<icn on parallel proces-
sors, running sequential MD with independent Brownian motions. All simulations are
aborted at time TN -

C. Return (NTN@,YT(]Q\;)).
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Note that, contrarily to Algorithms 1.7 and 1.9, PR does not lead to a greater efficiency in
terms of computational cost, but only in terms of wall-clock time.!? The expected wall-clock
time spent in step C of Algorithm 1.4 by combining it with Algorithm 1.10 (PR-AMD) is
divided on average by NN, the number of simultaneously available MD processes.

On the other hand, both TAD and HMD rely on strong physical assumptions, namely
Approximations (EK) and (TST), which restrict the class of systems on which they can be
applied. Efficiency concerns further restrict the class of systems on which they are useful.
By contrast, PR is completely generic: it applies to any metastable system, as soon as
Approximation (MS(feorr())) is valid for some teorr(a) > 0, regardless of the underlying
dynamics. In particular, it can in principle be used on nonequilibrium systems [325, 268],
systems with entropic barriers [156], but also discrete Markov chains [15] and PDMPs [12].
Versions of Algorithm 1.10 suitable for asynchronous computing architectures can also be
formulated (see again [12]).

Wall-clock time speedups with respect to sequential MD of order 10* have been reported [242,
268, 294] when applying PR-AMD, to systems on which TAD and HMD cannot be used effi-
ciently. Simulations at this scale require supercomputing clusters, providing O(10*) computing
cores. Additionally, PR can be combined with HMD or TAD (see [336] for an application of
the combination of PR with HMD) to further accelerate sampling.

Finally, we mention that there exists another method based on the equality (1.53), Par-
Splice [266], which provides another powerful and general method to tackle the timescale
problem in MD, but lies beyond the framework of Algorithm 1.4.

Challenges in AMD. Despite their proven potential in addressing the timescale problem,
some issues have to be settled for AMD-based methods to be useful in practice.

The first challenge is theoretical, and consists in setting rigorous mathematical foundations
for AMD methods.

Problem 1.11 (Theoretical foundations.). The first issue concerns the validity of Assump-
tion (QSD), and grounding the various Approximations (MS(tcorr())), (EK), (TST) in
mathematical analysis, ideally with quantitative error bounds in terms of the various physical

and approximation parameters.

The existence and uniqueness of the QSD v, has recently been established for a large class of
Feller processes (see [30]), including the diffusions (1.20) (1.19), and more general hypoelliptic
diffusions and PDMPs. However, these result only apply to bounded domains 2, C V. For
the specific case of the underdamped Langevin dynamics (1.20), similar results have been
obtained for cylindrical domains of the form Q, = Q2 x R*N with Q2 bounded ' , using
analytic methods in [253], and probabilistic arguments in [228]. Under suitable conditions
on the infinitesimal generator (see [30, Theorem 1.8] and [228, Theorem 2.22]), exponential

A more in-depth discussion of ParRep-AMD, with a particular focus on its wall-clock time efficiency, is
given in Appendix 3.B of Chapter 3 below.

111 the kinetic case, another way to define bounded metastable states consists in truncating the kinetic
energy K of the system, i.e. Qo = Q2 x K1(0, R) for some R > 0. In this case the results of [30] can be
applied, even for the nonequilibrium Langevin dynamics considered in Examples 1.15 and 1.16 below.



Chapter 1. Introduction 43

Figure 1.8: Schematic representation of Algorithm 1.10 with N = 24 replicas. In step A), N i.i.d.
samples are drawn according to v,, see Problem 1.13 below for further discussion on how to achieve
this. The discontinuous trajectory represented in step C), obtained by concatenating the trajectories
sampled in parallel in step B), has length N7y o, and its endpoint (in red) is an unbiased sample of the
exit-from-(Q,, distribution starting from v,.
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convergence to the QSD in total variation norm can be proven. Such results give the existence
of a constant 7, > 0 such that, for any initial distributions p € P(€4) and ¢t > 0,

drv (B, (Y; € - | 7o > 1) ,va) < Cp)e ", (1.54)

for some constant C(p) > 0 uniform in ¢, where dpy denotes the total-variation distance
on P(Q,), given by

dry (p1, p2) = Hfﬁrmq 1 (f) — p2(f)]-

The bound (1.54) provides the theoretical basis for Approximation (MS(tcorr(v))).

Justifications for Approximations (EK) and (TST) are much more difficult to obtain in
general, and as far as we are aware, the only rigorous results in this directions are in the
low-temperature limit of the overdamped Langevin dynamics (1.19), under restrictions on €,
and the potential V', see [14, 225, 99, 100, 224] and the discussion in Section 1.3 below.

The second issue is practical, and concerns the design of metastable states.

Problem 1.12 (Defining Q, and C,). Example 1.5 provides a general way to define the
metastable states (2, which is often sufficient in systems with high energetic barriers. However,
the entropic case of Example 1.1 (see Figure 1.4) already shows why this definition is inadequate
in general: V has a unique global minimum (0 € R?), but A(0) = R? does not discriminate
between the two metastable states. Even in the energetic case, AMD methods are known
to be inefficient if the energy barriers to leave (), are too small, an issue known as the low
barrier problem. This is an issue for definitions of €, based on A(x, ), which are sensitive to
low-amplitude features in the potential energy surface. Various strategies have been proposed
to address this issue (see [268, Section 2.11]), such as aggregating several energetic basins into
a superbasin surrounded by suitably high barriers, replacing energetic basins with free-energetic
basins associated to a slow-moving collective variable, or hand-crafting system-specific, ad-hoc
definitions using well-chosen order parameters. Even in the case of high potential energy
barriers, definitions based on A(z,) are not expected to be optimal, because of frequent
recrossings of the boundary around saddle points of the potential energy, which typically
hinder the efficiency of Algorithm 1.4.

A separate question is, given a metastable state (2, to define the core-set C,,. We believe that
this point is less critical than the definition of €2,. Loosely speaking, C,, should be contained in
the bulk of the QSD v, so that Yy € C corresponds to a typical configuration from v, from
which Law(Y;) is expected to quickly converge to v, conditionally on {7, > t}. On the other
hand, C, should be large enough for the set J, C to be visited often by the dynamics. The
question of defining good core-sets is related to the question of estimating teorr () (Problem 1.14
below). Note that since v, is defined independently of C, it is possible in principle to adapt
the definition of the milestones (and correspondingly tcorr()) as the simulation progresses,
although this changes somewhat the meaning of the milestone-to-milestone dynamics (1.45).

Finally, the milestone-hitting times (7,,),>1 and metastable exit times 7, for a € I are
particular instances of stopping times. Therefore, replacing these times with more general
stopping times could lead to more flexible definitions of both metastable states and milestones.
In particular, soft killing times have been explored in the potential-theoretic approach to
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metastability, see [39, 40]

The second practical issue, which is largely solved for the purposes of AMD simulations,
concerns sampling from the QSD.

Problem 1.13 (Sampling from v,.). The second problem that each of TAD, HM and PR must

address is the sampling of independent configurations under the QSD v, (or oV

oV in the case of

Hyperdynamics). Indeed, such samples are required in step A of each of the Algorithms 1.7, 1.9
and 1.10. In PR, N > 1 i.7.d. such samples are required to achieve accelerated sampling.

The simplest approach to tackle this problem is through rejection sampling. Under Assump-
tions (QSD), and Approximation (MS(tcorr(x))), for any tgephase(®) = teorr(cr) and Yy € Cq,
the law of Y3, () conditionally on {Ta > tdephase(®)} is again v,. Therefore, one may
arbitrarily sample initial conditions (Yb(i))lgig Nyep inside Cp, and simulate trajectories of
the dynamics with independent driving noises for a dephasing time tqephase(®) = teorr(e),
eventually keeping only the N < Ny, replicas which did not transition during this phase. The
procedure can be tried again if no replica survives, although this should never happen if C,, is
carefully defined. To guarantee the independence of the generated samples, one should either
draw the l’o(i) independently, or choose tgephase(r) sufficiently large to ensure the decay of
correlations between replicas. In the original paper of Voter [334], it is suggested to initialize
positions by copying the position of the reference dynamics at time t = o (o) (at which
point it is distributed under v, by assumption), and sample momenta independently from the
kinetic marginal x defined in (1.8).

Another possibility is to draw on ideas to approximate QSDs using empirical measures of
interacting diffusions. In particular, Fleming—Viot particle systems (see [330, 95, 64]) have been
proposed to generate approximately i.7.d. samples from the QSD v,. In this process, N > 2
replicas of the dynamics are simulated with independent Brownian motions, until a replica
escapes {1,. Whenever this happens, the state of the exiting replica is reinitialized at the
current state of a surviving replica, drawn independently and uniformly at random. Similarly
to the rejection sampling case, the Fleming—Viot system is evolved for some time tqephase ().
Theoretical results (see [291]) can in some cases ensure that the marginal distribution of
each replica approaches v, as N, tgephase(@) = +00, and this approach has the advantage
of conserving the number of replicas. However, the final configurations of the replicas are
correlated, which may introduce some bias in the final sample. This bias can be controlled
using propagation of chaos results, see for instance [191]. A second approach in the stochastic
approximation of QSDs uses self-interacting diffusions (see [31, 338]) whose configurations
are resampled upon exiting €, under their own occupation measure 7, ' OT “dy,ds. The
practicality of this method in the specific context of AMD algorithms is unclear.

The third, important practical issue concerns the choice of a valid decorrelation time.

Problem 1.14 (Choosing tcorr(cr).). Once Q, and C, are defined, one must find tcom ()
such that Approximation MS(tcorr(0)) is valid. Note that if a conservative choice is made
for teorr(0), an unnecessarily large proportion of a trajectory simulated using Algorithm 1.4
will be spent in step B instead of step C. Since the acceleration from the AMD methods only

occurs in step C, this will lead to suboptimal performance of the overall method. On the
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other hand, setting t.o;r() to too small a value will lead to a systematic dynamical bias,
since Algorithm 1.4 relies on the dynamics being distributed according to some QSD at the
end of step B.

Several approaches have been suggested to handle this basic tradeoff. The original papers [333,
332, 334, 312] advocate for physically motivated choices of tcon (). For both HMD and
TAD ([333, 332, 312]), the separation of timescales was presumed to be sufficiently large
to warrant the choice teor () = 0, meaning that the QSD v, is reached immediately upon
entering C,, (which was equal to €, in this case). For PR in solid-state systems, where the
states are defined as in Example 1.5, the pragmatic recommendation [334, 268] is to set tcopr ()
to a few vibrational periods of Einstein’s crystalline model, on the order of one picosecond.

More principled but still heuristic approaches [268], again in the case of single energetic
basins, rely on a harmonic approximation of the dynamics around the local minima z,. This
approximation is a time-homogeneous linear SDE, whose convergence to equilibrium can be
monitored analytically. One then selects teorr () based on the analytical rate of convergence

of this harmonic approximation.

For more general definitions of states, analytical results can still provide quantitative
estimates for the exponential rate of convergence to the QSD, i.e. the exponent r, defined
in (1.54), in specific dynamical settings and physical regimes. In particular, semi-classical
techniques can be used to compute the leading asymptotic behavior 74 () of the convergence
rate to the QSD in the low-temperature regime 8 — +oo for the dynamics (1.19), see for
instance [159, 209, 50]. Such results may or may not confirm the validity of the harmonic
approximation heuristic. A natural question concerns the estimation of the prefactor C(p)
in (1.54). This problem is still open for general initial conditions p.'? These methods can be
used to set feorr(@) by requiring the right hand-side of (1.54) to be less than some tolerance
parameter € > 0, assuming some a priori bound on C(p) and solving the resulting inequality.

For problems with entropic barriers, in particular most biophysical systems, such heuristics
are of no use. It is therefore interesting to develop methods to estimate a valid decorrelation
time on the fly. Since TAD and HMD are generally poorly suited to entropic barriers, this
approach holds the most promise for the PR-AMD method. In [42], the authors propose
applying a MCMC convergence diagnostic (or rather, non-convergence diagnostic) to the
Fleming—Viot process described in Problem 1.13 above. In this approach, the decorrelation
step (step B in Algorithm 1.4) is performed in parallel to the dephasing step (step A in
Algorithm 1.10), with an unsuccesful decorrelation (step B.1 in Algorithm 1.4) aborting the
dephasing step. This can be implemented with a “master/slave” Fleming—Viot process, in
which a reference (decorrelating) replica, evolving according to sequential MD, kills all the
other (dephasing) replicas whenever it exits 2,. The initial state of the other replicas is copied
from that of the master replica, which therefore belongs to C,. To apply MCMC convergence
diagnostics, trajectories of the Fleming—Viot process F' := (Y(i))0<i<N (where YO is the
master replica) may be treated as independent trajectories of an unae;lying Markov process
with values in Q. In this case, it is assumed that exits during the decorrelation/dephasing

stage are sufficiently rare not to invalidate this approximation. A process R; with values

12Tn the low-temperature regime, methods have been developed in [21, 213] for certain classes of diffusions,
the principal difficulty here being the conditioning in (1.54).
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in (0,4+00), the decorrelation gauge, is then constructed as a function of (Fs)o<s<t, and the
decorrelation/dephasing time is defined as the random time

Teorr(@) =1inf {t > 0: R <€},

where € > 0 is a user-specified tolerance parameter. The gauge R should in particular be
constructed such that dprv (P (Y: € | 7o > Teorr(@0)) , Vo) is small. The decorrelation/dephasing
time is now a stopping time for the natural filtration of the Fleming—Viot process.

While [42] proposes using the so-called Gelman—Rubin diagnostic from MCMC, a number of
constructions or possible: classical MCMC diagnostics (see [292] for a review), non-parametric
tests, coupling-based estimators of the total variation distance (see [44]), or histograms-based
methods (see Chapter 3 below) are all possibilities. Further experimentation and theory is

needed to better understand which choices of (R, €) are valid and perform best in practice.

Problems 1.12 and 1.14 are core motivations for some of the results in Chapters 2 and 3.

1.2.2 Computing response properties

We now turn to a second class of methods, aimed at the problem of computing particular
instances of dynamical properties, namely nonequilibrium response properties. We focus
in particular on the important case of transport coefficients, introducing a mathematical
framework for their computation.'® At the macroscopic scale, a transport coefficient relates
the average flux (or response) of some transported physical quantity in the steady state of a
system driven out of equilibrium by an external forcing (or perturbation), and the magnitude
of that forcing. Such a system is known as a nonequilibrium system. Standard examples
of transport coeflicients include the mobility and shear viscosity of a fluid, or the thermal

conductivity in atom chains and lattices.

The computation of transport coefficients is a crucial step in fitting parameters of mesoscopic
and continuum models of fluids and materials at a larger scale, such as the Navier—Stokes or
heat equation. However, their estimation from trajectory data can be very costly with naive
methods, prompting the need for innovative numerical strategies. This topic is still the object
of active research, both in the MD and mathematical communities, see [309] and references
therein for another recent overview.

Broadly speaking, computational methods to measure transport coefficients from MD
simulations fall in one of two categories. The first relies on the sampling of nonequilibrium
microstates, and the direct measurement of various response functions under perturbations of
the equilibrium dynamics. These methods include nonequilibrium molecular dynamics (NEMD)-
like methods [79], as well as transient techniques such as the transient time-correlation function
(TTCF [250]). The second relies on the analysis of time-dependent signals in the trajectories
of the equilibrium dynamics. These include methods following the pioneering theoretical
work of Green [142] and Kubo [201, 202], methods based on Einstein’s relation [114, 285] for
the diffusion coefficient, as well as transient methods based on relaxation to the equilibrium

13The content of this section is adapted from original material written for an upcoming review paper [49].
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steady-state from nonequilibrium initial conditions (as in [17, 204]). Here we focus on the
NEMD method and the Green-Kubo formula.

We refer to [79, 80] for early accounts of NEMD experiments, as well as [81, 172, 82, 78]
and [171, Chapter 4] for reviews of the NEMD approach at various stages of historical
development, as well as the books [119, 321]. Early measurements of transport coefficients
from equilibrium MD trajectories can be found in [3, 234, 235].

Nonequilibrium dynamics. To formalize the physical notion of the nonequilibrium systems
used in the NEMD method, we introduce perturbations of the equilibrium dynamics (1.16),
which are given by a parametric family of SDEs evolving on Y,

AV, = by (¥]") dt + oy (¥") AW, (1.55)

indexed by a parameter 1 > 0 modulating the strength of the perturbation. The perturbations
should be understood as being of order n as n — 0, i.e.

Vyed,  [b(y) =by)ly, lo(y) —on(y)ly = O ().

To be more specific, we focus on the two cases which are the most relevant in physical

applications, although one could in principle consider more general classes of perturbations.

o Non-conservative forces. Nonequilibrium systems are often obtained by the application of
a non-gradient driving force nF', where F : Q@ — R? is a fixed forcing field. Dynamically,
this amounts to replacing the force —VV by

~VV +nF (1.56)

in the governing equation (1.17) or (1.19) for the equilibrium dynamics.

o Temperature profiles. The second typical example consists of a spatial temperature
gradient, which amounts to replacing the temperature parameter 5 by a positive position-
dependent scalar field

1

Bn - k‘B (To + 77(5T)’

5T : Q= R, (1.57)

in the equilibrium dynamics, where Ty = 8~ and Ty + 6T > 0.

Nonequilibrium generator and steady states. In both examples given above, the
generator of the nonequilibrium dynamics is a linear perturbation of the equilibrium generator:

L, =LY +1L, (1.58)

where the expression of the perturbation L depends both on the dynamics and on the type of

perturbation. Analytical expressions for L are listed in Table 1.1.

A steady-state for the nonequilibrium dynamics (1.55) (or nonequilibrium ensemble, see
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Dynamics
Perturbation Underdamped (1.17) | Overdamped (1.19)
Force (1.56) F.v, F.-v
Temperature (1.57) YT A, 0T A

Table 1.1: Nonequilibrium perturbation L of the generator for usual dynamics and perturbation types.

Section 1.1 above) is, by definition, an invariant probability distribution m, € P(}) (which
we often write p1, or v, depending on the underlying equilibrium dynamics). The existence
and uniqueness of the steady state can often be obtained using Lyapunov techniques, in the
spirit of [150], see [233, Section 5] and [280], or by a perturbative analysis (see the discussion
following (1.62) below). The steady state m, is a solution to the stationary Fokker-Planck
equation (1.24), i.e.

Limy =0 (1.59)

in the sense of distributions. Regularity properties for 7, can then usually be obtained by
applying hypoelliptic or standard elliptic regularity theory, depending on whether the diffusion

matrix o, is degenerate or not.

In turn, the results of [196] can be used, under suitable conditions on the coefficients oy, b, to
ensure the hypoellipticity of the generator (1.58) and the positivity of the steady state probabil-
ity density, to deduce the following pathwise ergodic property: for any initial condition y € ),
and observable ¢ € L!(m,),

1 [T
f/ e(Y,")dt Loteo, Er, [¢] Py-almost surely. (1.60)
0

A crucial distinction with the equilibrium setting is that m, typically does not have an
explicit density: since the non-conservative force F' cannot be written as the gradient of a
potential on Q, or since the fluctuation-dissipation relation is generally not satisfied for a
position-dependent temperature profile, one cannot write , as a Gibbs measure for any explicit
energy function. We can nevertheless, in view of (1.60), sample from the nonequilibrium steady

state, by considering sufficiently long trajectories of (1.55).

Similar to the equilibrium case, discretizations of the dynamics create bias at the level of
the invariant measure of the numerical scheme and the resulting trajectory averages, but
while in the equilibrium case, one can correct for this bias via Metropolization, this option is
unavailable in the nonequilibrium case in all but the simplest settings, since computing the
nonequilibrium stationary density up to normalization is equivalent to finding a solution to
the Fokker—Planck equation (1.59).

For similar reasons, the importance sampling method (1.38) cannot be straightforwardly
applied to reduce the variance of the ergodic average (1.60), because it requires an explicit
expression for the likelihood ratio between the target density and modified density.

Fluxes and linear response. We now formally define transport coefficient, which measure
the relative magnitude of a nonequilibrium flux with respect to the magnitude of the pertur-

bation. The response or flux of the nonequilibrium system is measured by a scalar-valued
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observable R : Y — R, which we assume vanishes on average at equilibrium:
E.[R] =0.

The transport coefficient « is then defined as the derivative of the average flux with respect to

the perturbation magnitude (provided the limit exists):

E. [R
o = lim A

lim = (1.61)

This definition motivates the following natural NEMD approach to estimate c.

o Pick a set of perturbation sample points n = (7x)1<r<k, and estimate the correspond-
ing nonequilibrium steady-state flux using trajectory averages of the nonequilibrium
dynamics (1.55):

1 T
VISk<K, fyr(R):= f/ R(Y;™)dt,
0

for T' > 0 sufficiently large.

o Fit an assumed functional form (e.g. a polynomial): 7 — anT(n) to the data (n, 7, r(R)),
chosen so that }A?,%T(O) =0.

o The derivative
O, T = R%,T(O)

is then used as an estimator of the transport coefficient «.

A schematic representation of a typical non-linear response profile is depicted in Figure 1.9,
together with the estimators 7,, 7(R) for several values of n;, an estimator n — EmT(n) of the
response profile using a quadratic functional form, and the inferred linear response 7 — E;;T(O)

Connection with equilibrium fluctuations. We briefly present linear response results
giving alternative expressions for the coefficient « in terms of equilibrium dynamical averages,
and form the basis of numerical methods such as the celebrated Green—-Kubo formula [142,
201, 202]. Here, we only give a somewhat informal presentation in the L?(7) functional setting,
and stress that similar results can be obtained in more general situations, see for example [149]
or [233, Section 5.2].

The derivation assumes that the nonequilibrium steady-state m, admits a probability density
with respect to the equilibrium steady-state 7, which can be perturbatively expanded (for |n]
sufficiently small) into a power series

(o]
T =7 0, (1.62)
k=0

where v, € L?(r) for all k > 0.

Setting = 0 in (1.62), it necessarily holds that 19 = 1y. The formal expansion (1.62)
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X Measured response
------------- Quadratic fit
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Figure 1.9: Sketch of a typical nonequilibrium response profile for a flux R with respect to the forcing
magnitude, together with its linear response. In dotted lines, NEMD estimators of the nonlinear and
linear response profiles, obtained by fitting a quadratic model to average responses computed via NEMD
simulations. These sampled responses are represented by black crosses.

can be shown to converge when the nonequilibrium perturbation is “small”, e.g. when L
is £Y-bounded on L?(7) and |n| is small enough, see for instance the proof of [233, Theorem
5.2]. This is the case for perturbations of the dynamics by a non-conservative force F' (see
Table 1.1), under mild assumptions on F. For instance, it is enough to assume that F' is
bounded.

Assuming the validity of such an ansatz, the stationary Fokker—Planck equation (1.59) writes

(£Y+n5f§iﬁwk=0
k=0

where adjoints are taken with respect to the L?(7) scalar product. Matching terms in 7, it
therefore holds for any k > 1 that

<_£Y) wk’ = E*¢k—1,
so that in particular = (—EY)* P = Z*]ly.
Provided the so-called conjugate flux
S = L1y,

belongs to the space I1L%(7) of m-centered observables and £Y (hence also its adjoint) is

invertible on that functional space, we may write

by = (—cY*)*1 s

This, in turn implies, by the definition (1.61) and the expansion (1.62) the following expression



52 1.2. The trajectorial sampling problem

for the transport coefficient:

-1 -1
o = lim 77_1/ Rdm, = lim 77_1/ <]ly +n (—EY*) S) Rdr = / S (—EY) Rdm.
n—0 hY% n—0 hY% hY%

(1.63)
Note that action of £*, and therefore the expression for the conjugate response S, can
be computed explicitly via integration by parts. The expressions of the conjugate fluxes
corresponding to the perturbations given in Table 1.1 are given in Table 1.2 below, and can
easily be checked to belong to IIL?(7) under mild assumptions on V, 6T and F.

The formulation (1.63) shows that the linear response « can be expressed as the equilib-
-1
rium average 7 | S (—ﬁy) R). Unfortunately, the various equilibrium sampling methods

described in Section 1.1.2 cannot be applied outright, since they require evaluating the

-1
solution (—[,Y) R to a high-dimensional Poisson equation.

Instead, one can reformulate (1.63) as a dynamical average using the expression of the IIL?(7)-
inverse of £ given in (1.31) in terms of the integrated semigroup. This yields the celebrated
Green—Kubo formula -

- /O E, [S(Yo)R(Y:)] dt, (1.64)

which expresses the transport coefficient as an integrated correlation function along trajectories
of the equilibrium dynamics. In this form, « is clearly a dynamical property.

Dynamics . .
Perturbation Overdamped Langevin Underdamped Langevin
Non-conservative force BF-VV -V - F BE-M~1p

AST —2BVV - V6T
— 0T (B|VV[* - BAV)

Temperature profile BOT (Tr M-t—p |M71p‘2)

Table 1.2: Expressions for the conjugate response S, for usual dynamics and perturbation types.

It may happen, for example in the case of a nonequilibrium temperature gradient, that
the perturbation L is not £Y-bounded. In this case, the formal expansion (1.62) of the
steady-state density does not converge in L?(7). One can nevertheless often recover the final
expression (1.63) for the linear response, as discussed in [233, Remark 5.5].

Examples of nonequilibrium systems. We conclude this section by giving practical
examples of nonequilibrium systems which can be used to compute transport coefficients in
the bulk of single-species fluids. We assume the system evolves according to the underdamped
Langevin dynamics (1.17) in a periodic configurational domain Q = (LT)3", and that M =
mldsy for the atomic mass m > 0. We also assume that the particles interact according to the
Lennard—Jones potential (1.6), although the methods apply to any other pairwise potential.

Example 1.15 (Mobility of a Lennard—Jones particle). Arguably the simplest example of
transport coefficient is provided by the mobility a particle moving in a fluid. Physically, this
quantity measures how easily mass is transported through the fluid in response to an external
driving field. It is closely related to the phenomenon of self-diffusion, a relationship which is
quantified by the Einstein relation (see (1.65) below and [285]).
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In the framework described in Section 1.2.2 above, and keeping the same notation, this
corresponds to taking a constant forcing F' € R? for the configurational domain Q = (LT)3V.
Note that F'is not the gradient of a periodic function, and thus, this is indeed a nonequilibrium
dynamics. We measure the average particle flux through the hyperplane perpendicular to F,
defining

R(g,p) =m 'FTp,

so that
S(q,p) =m 1BFTp, L= FTVP.

The mobility ap is the corresponding linear response (1.61). In view of the Green-Kubo

formula (1.64), it can also be written as
ap=BFTC¢F, ¢:=m’E, [popﬂ e Réxd

in terms of the velocity autocovariance matrix €.

The diffusion coefficient ® entering in Fick’s law can be computed from the linear response ar,
in the case F' = e, 1 is a unit field acting only on the first particle, via the Einstein relation [285]

ae,, = 9. (1.65)

The coefficient ae, , is called the mobility.

Example 1.16 (Shear viscosity of a Lennard—Jones fluid). The second prototypical example
of transport coefficient is the dynamic viscosity of a Newtonian fluid. Here, we present
the computation of dynamic viscosity in monoatomic Lennard—Jones fluids, following the
method described in [190], itself inspired by the sinusoidal transverse force (STF) method [141].
Another class of NEMD algorithms to measure the shear viscosity consist of boundary-driven
methods, such as the direct simulation of Couette flows via shearing boundary conditions [215],
see [119, Section 6.3] and [321, Section 9.3]. A schematic illustration of the STF method is
given in Figure 1.10.

The STF method proceeds by analogy with Newton’s macroscopic law of viscosity, for a
fluid subjected to a shear force f directed along the longitudinal x-coordinate, which varies
in intensity in the transverse y-coordinate. At the continuum level, the shear viscosity & is
defined via the constitutive relation

dug
dy ’

Oy = —R (1.66)

where 0, is the (z,y) component of the local stress tensor, and u, is the local z-velocity field
of the fluid. Both o,, and u, are functions of the y position in the fluid.

Microscopically, the action of the shear forcing on the fluid particles is defined by the

following non-conservative force field:

V1<j<N, F(0)je = f(ay), F(q)jy = F(q)j- =0. (1.67)

The forcing field (1.67) acts on each component of the z-momentum variable, in a way which is
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dictated by the corresponding component of the y-position variable, according to a fixed forcing
profile f. The STF method derives its name from the standard choice f(y) = sin(27y/L),
although other profiles can be considered.

The microscopic formulation of the relation (1.66) relies on appropriate definitions of the
velocity profile u, and shear-stress profile o,,. These are defined as the linear responses (1.61)
for (a limit of) y-dependent observables defined in [190] following a mathematically rigorous
version of the Irving-Kirkwood procedure [183].

Using the linear response formula (1.63), one can show that the velocity and shear-stress
linear response profiles u,, o4, and forcing profile f are related as (see [190, Proposition 1])

l daa:y (y)

> dy + yuz(y) = f(y),

where we recall that v > 0 is the friction parameter in the underdamped Langevin dynam-
ics (1.17), and p = N/L? is the particle density.

Formally substituting in the Newton relation (1.66), one arrives at the following differential

equation for uy,:
z d?us(y)

p dy?

from which a Fourier analysis gives the viscosity Z# as

=) (&)

where f1, u; are the first Fourier coefficients in y of the forcing profile f and the velocity linear

+yuz(y) = f(y),

response profile u, respectively, on the periodic one-dimensional torus LT. The only unknown
quantity is the Fourier coefficient 1y, but one can formally show that it is a transport coefficient
in its own right, for the “empirical Fourier flux”

1 X 2imq;
R(q,p) = Nm ij,m exp (Ljy> )
j=1

whose linear response can be estimated from nonequilibrium trajectory averages, or using the
Green—Kubo formula with the conjugate flux

S(q,p) = %F(Q)Tp-

Various other approaches, relying on discretized estimates of 0y, u, or transformations
thereof, via NEMD or equilibrium-fluctuation formulas, and based on the constitutive equa-
tion (1.66), are of course possible.

1.3 Mathematical descriptions of metastability

Metastability is characterized by a timescale gap between fast thermal fluctuations within
particular special regions of configuration space (metastable states) and the much slower
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T —__—__————————

Figure 1.10: Schematic representation of the STF method. The black dashed square is the unit cell
of the configurational domain Q = (LT)3¥. Particles, represented by black circles, are subjected to an
external forcing field in the longitudinal direction, represented by red arrows. The field is a function
of a periodic transverse profile, plotted in the solid red line, whose amplitude is proportional to the
forcing parameter 7. Periodic images of the system are represented by dotted circles.
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timescale at which certain rare events occur, namely configurational transitions between these
states.

It is both the origin of the timescale problem in MD, as presented in Section 1.1, and the
structural property behind the accelerated MD methods presented in Section 1.2. Metastability
arises more generally whenever a dynamical system is subjected to random perturbations, giving
continuous stochastic dynamics navigating a hilly free-energy landscape. The concept itself
originates from attempts to understand the microscopic phenomenology of first-order phase
transitions, and the mathematical modeling has been a long-standing concern of statistical
physics, starting with Maxwell’s study of the liquid-vapor phase transition [244].

A central objective in the kinetic theory of chemical reactions is to provide a microscopic
foundation for the temperature dependence of reaction rates. This dependence is often
described by the Arrhenius law [16], which states that the rate ka_,p of a transition event
from a reactant state A to a product state B, or reaction rate, scales as:

kasp =~ kexp(=BEa-B),

where F4_,p is an activation energy, & is a pre-exponential factor, and we recall 3 = (kgT)~".
It is of great practical interest to further derive quantitative estimates of E4_,p and &, which
lead to explicit Eyring-Kramers [122, 198] formulas (see (EK)).

Besides its interest in mathematical physics, metastability is a common feature of stochastic
dynamical systems in limiting regimes. Various mathematical theories of metastability have
been proposed since the 1950’s.

For the dynamics (1.16), a typical setting is the small-noise regime. We focus on this example
here, letting (X¢)_., denote a family of solutions to the following SDEs on R%:

AXE = b(XF) dt + VEa(XE) AW, (1.68)

where b : @ — R? and ¢ : Q@ — R%*? are regular coefficients, whose metastable behavior is
studied in the limit ¢ — 0. When the dynamics is given by (1.19) (ie. b= —-VV), e =287 1 is
proportional to the temperature. We assume for simplicity that b, o are smooth and bounded

T > ¢Id for some ¢ > 0, in the sense of symmetric

and that o is uniformly elliptic, meaning oo
matrices. This excludes in particular the case of the underdamped Langevin dynamics (1.17)
which is important for applications, but we note that extensions to more general situations are

possible.

While we focus on small-noise SDEs, some of the techniques we describe can be succesfully
applied to other physical regimes (such as large system size) and other classes of models, such
as spin systems (see [260, Chapter 7] and [58, Parts VI-VIII]), stochastic partial differential
equations (SPDEs) (see for instance [58, Chapter IV.12] and [34]), and more.

We distinguish two distinct but related families of concerns for theories of the metastability

of (1.68).

o Global questions are concerned with characterizing the set of metastable states, obtaining

Eyring—Kramers formulas for mean first passage times between metastable states (see
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Equations (1.41)), identifying transition pathways, and deriving asymptotic estimates for
the rate of convergence to global equilibrium (see the discussion following Equation (1.29)).
Another important objective is the justification of various coarse-grained models related
to the continuous dynamics (such as Markovian models for the milestone-to-milestone
dynamics (1.45)).

o Local questions study the behavior of the system within a fixed metastable state 2 C ).
Typical questions include quantifying the convergence (1.54) to v, and characterizing the
exit event (1.46) (from v, or more general initial conditions), in particular establishing
Eyring—Kramers formulas for the exit time and/or exit point distribution. Such studies
provide theoretical foundations for the AMD methods of Section 1.2.1, and allow to
better understand their limitations and efficiency. They are therefore of great practical
interest for the measurement of dynamical properties in MD.

In Section 1.3.1, we review several theoretical approaches to these questions, namely the
pathwise approach, the potential-theoretic approach, the spectral approach, and related
numerical approaches. In Section 1.3.2, we focus on the quasi-stationary regime, reviewing
standard results concerning the QSD, and their link to the AMD algorithms of Section 1.2.1.

1.3.1 Review of approaches to metastability

Pathwise approach. The first approach is rooted in the theory of Freidlin & Wentzell. We
refer to the monograph [132] for this theory, to [260] for further applications of this approach
to metastability, and to [19, Course 1] for extensions to larger classes of stochastic processes.

The core of this approach is to view trajectories of X¢ as a stochastic perturbation of an
ODE in the direction W. For any € > 0, noise-induced fluctuations can drive the system along

paths that are forbidden to the deterministic evolution
2(t) = b(a(t)), (1.69)

known as the relaxzation dynamics. When b = —VV | this is the gradient descent dynamics
defining the energy basin (1.47).

The cornerstone of the Freidlin—Wentzell theory is a large deviation principle (LDP) on path
space (see [98, Section 1.2] for an introduction to LDPs). Let 7" > 0, and C, 7 = C(]0,T7], Q)
denote the set of continuous functions ¢ such that ¢(0) = x € Q, endowed with the supremum
distance. We denote by Pg 1 € P(Cy,r) the path law of X on [0,T7, started from X§ = z.

Theorem 1.17 ([132, Theorem 3.1 in Chapter 5], [260, Theorem 2.29]). For any T > 0, the
family (IP’;T)DO satisfies a LDP with rate € on C, 1, and good rate function

1T / T 1 ’ .
L) = 5/0 (@' (t) —bop(t) a towp(t) (¢ (t) —boy(t) dt, if p € AC([0,T],Q),

+ 0o otherwise.

(1.70)
where AC([0,T], Q) C C([0,T], Q) denotes the set of absolutely continuous paths.
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The functional (1.70) is called the action functional associated with the SDE (1.68). Theo-
rem 1.17 has many interesting consequences for the study of rare events under the dynamics.

To give an example of how Theorem 1.17 can be used to study the behavior of the process
inside a metastable state, suppose that 2 C Q is an open bounded regular domain, which is
strictly confining for the deterministic flow. This means that trajectories of the relaxation
dynamics (1.69) satisfy z(t) € Q for all times ¢ > 0 whenever x(0) € Q, and b(x) 'n(x) < 0
for all x € 9. Suppose also that z, €  is such that b(z.) = 0 and z(t) 12H0, o, for

all z(0) € Q. We define the quasipotential

‘/b(x7y) = %157 {LC,T(QD) ‘T > O? S Cx,Tv QD(T) = y}7 (171)

which, loosely, measures the cost of connecting z to y in arbitrarily long time for the LDP (1.17).

Let 7 = inf{t > 0 : X; € 90} be the exit time from €. The following result can be

obtained.

Theorem 1.18 ([132]). For any = € ,

lim e log B, [7°] = min Vi (., y). (1.72)
When the minimum on the right-hand-side of (1.72) is realized at a single point y, € OS2,

VE>0,  Pu(X5 —u]>08) %0

This result corresponds to the generalizations of [132, Theorems 2.4 & 4.1 in Chapter 4]
discussed in [132, Chapter 5].

Informally, Theorem 1.18 says that the mean exit time is exponentially small, of or-
der O (eév”(x*’y*)), and the exit point distribution concentrates on the quasipotential minimum
on the boundary. Moreover, it is possible to show that the exit path distribution concentrates
on a half-infinite deterministic trajectory ¢ : (—o00,0] — Q U {ys} such that ¢(—o0) = wx,,
the instanton, which obeys a variational principle related to the quasipotential (1.71) (see [132,
Theorem 2.3 in Chapter 4] and its generalization in Chapter 5). Finally, the LDP from Theo-
rem 1.17 was used by Day [93] to obtain the convergence in distribution 7¢/E, [7¢] % &(1)
for any z € Q.

In the specific case of the overdamped Langevin dynamics (¢ = Id, b = —VV, ¢ = 2/0)
one can show (see [132, Section 3 in Chapter 4]) that Vi (z.,v:) = 2(V(ys) — V(zs)) ™
, and that ¢ is a half-infinite gradient flow line for V, meaning that ¢'(t) = VV(§(t))
for t € (—o0,0). Therefore, the mean exit time is logarithmically equivalent to e BV (y«) =V (z+))
in the limit 5 — +o00, which is the expected Arrhenius behavior, and the instanton is a time-

reversed trajectory of the steepest descent dynamics 2/(t) = —VV (z(t)) started from x(0) = ys..

41n this, case, the action functional (1.70) is given by

/ TV (o / ¥ ()2 / TV (o) T (1) = H(p)+2[V(o(T)) - V(o(0)].

and H(p) > 0 vanishes whenever ¢'(t) = VV (p(t)) for t € [0, T].



Chapter 1. Introduction 59

The large deviations approach therefore gives precise pathwise information in a general
setting, but it fails to be fully quantitative, since (1.72) only gives a logarithmic equivalent of
the mean exit time, falling short of the Eyring-Kramers formula (EK).

Potential theory. To obtain sharper estimates than those provided by large deviations
principles, the potential-theoretic approach to metastability was developed starting in the early
2000s with works by Bovier & al. [59, 60]. This approach uses PDE techniques, expressing
various path statistics (see (1.41)) in terms of solutions to Dirichlet problems, drawing from an
analogy between reversible Markov processes and electrostatics, which is classical in the case
of Brownian motion. We borrow from the monograph [58, Chapter 7], and refer the reader
there for a complete introduction.

We restrict our scope to the reversible setting, and consider the case b = —VV in (1.68),
corresponding to the overdamped Langevin dynamics (1.19). Assume that V satisifies the
condition (V-Conf), so that the dynamics (1.68) is positively ergodic. In this setting, we
recall that the generator and associated Dirichlet form are given respectively by

g &
Lo=-VVIV+IA,  &lfg) = 2/QVfTngVE, Vi ge H ),

where v (dz) = Zgle_gv(x) dz is the Gibbs measure (1.12).

We consider two disjoint closed domains A, B with regular boundary. We recall the commitor
function for (X*, A, B), namely the function h% p(z) = P,(75 < 73) already introduced
in (1.41). Using Dynkin’s formula [259, Theorem 7.4.1], one can show that h% p is the
solution u € D(L.) to the Dirichlet problem:

—L.u(x) =0, v¢ AUB,
u(r) =1, x € A, (1.73)
u(z) =0, x € B.

In this context, and by analogy with electrostatics, the function h%_, 4 is called the equilibrium
potential for the capacitor (A, B). Likewise, the mean hitting time 75 (z) = E,[73] solves the
Dirichlet problem

v(z) = r €A

—Lov(z)=1, =z&A,
0,

Defining the equilibrium measure on 0A:
€
pap(dr) = §Vs($)Vhf4,B($)THA(w)UaA(dw),

where 054 is the surface measure on 0A induced by the Lebesgue measure, v, abusively denotes
the Gibbs density, and n4 is the unit outward normal to A, one arrives, after computations
using integration by parts, at the fundamental relationship [58, Corollary 7.30]

1

/BA Tp(y)0% p(dy) = cap (A, B) /5 by p(x)ve(dx), (1.74)
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where 05 5 € P(0A) is a probability measure and cap.(A, B) is the capacity, respectively
defined as

Pix,B €
0ap = cap.(A, B)’ cap.(A, B) = E&(h% g, hy ) = 3 /Q VR pl* dve. (1.75)

The fact that the capacity is the correct normalizing constant for 65 p is itself the result of a
computation, see [58, Lemma 7.26]. Moreover, the capacity satisfies the following variational
principle.

Theorem 1.19 ([58, Theorems 7.33]). The capacity cap.(A, B) satisfies the Dirichlet principle

cap.(4,B)= it {E(f.1),f > 1 on A <0 on B}, (1.76)

with minimum attained at f = h g.

In fact, h% p can also be defined as the supremum of another functional, yielding a comple-
mentary variational principle known as the Thomson principle [58, Theorem 7.35].

The relation (1.74) can be used in some cases to obtain quantitative estimates of T4. We
give an example in the case of the simplest metastable system, the bistable energetic case in
the gradient case b = —VV. We assume that V is smooth over R? and goes to infinity at
infinity. Suppose that V has only two non-degenerate local minima, given by points mi, ma,
which satisfy V(m1) > V(mz). At low temperature, the neighborhood of m; is a transient
metastable state, while the neighborhood of my corresponds to the most stable state. The
height of the energy barrier to go from my to mo is determined by the minimum energy path
between mj and msy. Defining

V= nf maxVoy(r),  Tmimz) = {y € C(0,15RY, 2(0) =mi, 9(1) = ma}.
we see that, since V is smooth and has compact sublevel sets, it satisfies the conditions ' of the
mountain-pass theorem (see [121, Section 8.5.1]). This result ensures that V* is a critical value
of V. We make the simplifying (and generic) assumption that this critical value corresponds to
a unique, non degenerate, index-1 saddle point s € R?, meaning that V* = V(s), VV(s) = 0
and V2V (s) has one negative eigenvalue and (d — 1) positive eigenvalue.

In other words, the energy landscape consists of two valleys, separated by a mountain. The
elevation gain to go from mi to msy is given by the altitude of the pass s minus that of the
valley my, i.e. Epysm, = V(s) — V(m1) > 0. The following Eyring-Kramers formula is a
special case of a result by Bovier & al.

Theorem 1.20 (From [60, Theorem 3.2]). For any § > 0,

1
2T ’det V2V(S)| 2 g(v( )—V(
£ = =(V(s m1))
B [ 7hy0m) = o) (det VeV (my)) © (+O(veltegel),  (177)
where Bs(ms) denotes the closed unit ball with radius & centered at ms, V2V denotes the
Hessian matriz of V., and A\~ (s) denotes the unique negative eigenvalue of V2V (s).

15T particular, the Palais-Smale compactness condition.
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In dimension one, Theorem 1.20 can be proven directly by solving (1.73) for h% p in integral
form, using the relationship (1.74) with A = {m4}, and estimating the right-hand-side with
the Laplace method. This is the original method employed by Kramers [198], see also [33]
and [58, Section 7.2.5]. In higher dimensions, the proof is much more involved. Let us simply
sketch the main steps.

One takes A to be a small closed ball around my, B = Bgs(ms), and one uses a priori
regularity estimates to control the variations osc4(75), allowing to replace the left-hand-side
of (1.74) by T (m1)(1 + o(1)). One then relies on an appropriate approximation of h% 5 and
control from the variational principle (1.76) to derive sharp estimates for cap.(A4, B). Very
roughly, this approximation is constructed in accordance with the probabilistic intuition: for
small € > 0, h%y p is nearly constant in the interiors of both A(m1) and A(mz), with respective
values 1 and 0, and with a sharp transition around s. The dominant contribution to cap,(A, B)
in (1.75) is localized in a small neighborhood of s, where the Dirichlet problem (1.73) can
be linearized, and the linearized problem can be solved by separation of variables. This
construction gives an upper bound on the capacity using the variational principle (1.76), which,
together with rough estimates for h% p around m; and the Laplace method, give an upper
bound on the mean transition time. The lower bound on the capacity is achieved by restricting
the integral (1.75) to a sufficiently small neighborhood of the saddle point, upon which delicate
computations and the Laplace method finally lead to the asymptotic estimate (1.77).

Contrarily to the results obtained with the pathwise approach, the results of [60] give sharp
estimates of the transition time with an explicit prefactor, but on the other hand give no
information on the transition path. Extensions of this approach to multiple minima and
multiple saddles [60], possibly degenerate [36], are also possible.

Recently, extensions of the potential-theoretic approach to non-reversible diffusions have
been used to extend the Eyring—Kramers formula to more general dynamical settings, see [212]
for the case of elliptic diffusions with Gibbs invariant measure, and [214] for an extension to
the underdamped Langevin dynamics (1.17). The analog of the Eyring—Kramers formula for
the general elliptic, non-Gibbsian, non-reversible case (1.68) was conjectured by Bouchet &
Reygner in [57], and justified with formal computations. First rigorous results in this direction
have been obtained very recently, see [210].

Finally, let us mention, that the potential-theoretic point of view suggests quantitative
characterizations of the metastability of a given family of core-sets (Cy)aer in terms of certain
capacity ratios, recalling the framework of Section 1.2.1. We refer to [58, Section 8.1] for a
presentation of these definitions in the case of countable state spaces. Such characterizations
could prompt questions regarding the shape-optimization of these criteria with respect to the
choice of core-sets.

Spectral approach. The third approach to metastability is the spectral point of view.
As mentioned in Section 1.1.2 above, the metastability of the dynamics, as an obstacle to
efficient sampling, is reflected in a small spectral gap for the infinitesimal generator. The
connections between metastability of the dynamics and structural properties of the spectrum

of the generator are rich, and can first be motivated on an intuitive level.
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o Invariant sets ) C ) for the dynamics Y are in correspondence with invariant observables
under the evolution semigroup, i.e. e 1 = 1g. Together, they span the kernel of the
generator. For an ergodic Markov process, the kernel is limited to the space of constant
functions, corresponding to the global stable state 2 = ). In a metastable system,
there exists some () C Y where the process remains trapped for very long times. The
corresponding indicators are nearly invariant under the evolution semigroup, and can be
loosely be seen as approximate eigenfunctions of the generator, with eigenvalues close to

Zero.

o When the infinitesimal generator is self-adjoint, its spectrum consists of inverse timescales,
corresponding to rates of various relaxation processes. The spectrum of a reversible,
ergodic, metastable Markov process (i.e. of its infinitesimal generator) should consist of
the zero eigenvalue, as many small eigenvalues as there are transitions from metastable
states to longer-lived states, and finally higher eigenvalues corresponding to fast relaxation
within metastable states. Therefore, the separation of timescales in reversible metastable
systems is reflected in a gap in the spectrum of the generator, between inter-state

transition rates and intra-state relaxation rates.

o If physical (or any other) insight permits us to identify good metastable states, we
can approximate the low-lying spectrum by constructing approximate eigenfunctions,
and quantify the timescale gap. Conversely, if we can approximate the spectrum, the
structure of approximate eigenvectors can reveal metastable states. Eigenvectors for
low-lying eigenvalues, corresponding to slow modes of the system, can also be used to
build reaction coordinates. Variations around this principle are behind many modern
data-driven methods for spatial coarse-graining, model reduction and collective-variable

learning, some of which we discuss in the next paragraph.
Early results in this perspective are given by Davies [90, 91]. In particular, the main result
of [91] is the following theorem.
Theorem 1.21 ([91, Theorem 19]). Assume that the infinitesimal generator —LY is self-adjoint
on L?(7), satisfying the spectral gap assumption'®
for some § > 0. We denote by 115 the spectral projection on [0,5]. Assume finally that 1l L*(r) €
L>(Y).

Then, dim HsL?(7) = n for some finite n > 1. If § is sufficiently small, there exists a
partition (E;)1<j<n of Y into n metastable states and a basis (u;)1<j<n of UsL?(m) such that

VI<j<n,  |u— Lg |2 < 4n®2V6.
This result states that, in the limit of a large separation of timescales, eigenfunctions of £Y

corresponding to small eignvalues can be well-approximated by piecewise-constant functions
on each metastable state, namely linear combinations of the indicators 1p,. The strength of

16The existence of a spectral gap always implies a bound of this form by a change of time units.
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this result is that it is rather generic (in fact [91, Theorem 17] is an abstract result which
applies to more general Markovian dynamics), but it gives little quantitative information on
the timescales.

More precise estimates can be computed in the low-temperature regime. In the case of
the overdamped Langevin dynamics, where (b, o) = (—VV,1d), the spectral approach studies
the spectrum of the Witten Laplacian (1.34) on L?*(Q). We recall its expression in terms
of e =2/p:

Ay, = 2%_ (-8 —eav 1+ [vVP). (1.78)
The low-temperature regime corresponds to the semiclassical limit ¢ — 0. It is convenient to
consider the case of energetic metastable states, corresponding to local minima of the energy
function. The analysis is also simpler if V' is assumed to be a Morse function, meaning that
the Hessian V2V () is non-degenerate for each point € Q such that VV (z) = 0. Such points

are called critical points, and the Morse property implies that critical points are isolated.

In this context, one can obtain precise results on the spectrum Sp(Ay.) = Sp(—L.). The first
result concerns the overall structure of the spectrum, and shows that Ay can be approximated
by a block-diagonal operator, with each block being a quantum harmonic oscillator attached
to a specific local minimum of V. We assume that the condition (V-Conf) is satisfied
and that V2V is uniformly bounded, so that Sp(Ay..) consists of finite-multiplicity isolated
eigenvalues (Agc)r>0 (see the discussion following equation (1.34)), and that V has finitely
many critical points (z;)1<i<ny in Q. Then the following result holds.

Theorem 1.22 ([195, Theorem 11.1]). It holds, for any k > 0:
: __ yHA
;1_{% /\k,s - )\k )

where )\EA is the k-th eigenvalue, counted with multiplicity, of the direct sum of shifted harmonic

oscillators

N

. . 1 2 1
HA (%) (1) — =T 2 . _ = .
AlA _@H . HO=—A4 o (V2V () 2 SAV ().

The operator Agfg is called the harmonic approrimation, and its spectrum can be computed
from that of the local harmonic models:

N
Sp(AY2) = [ Sp(HY).
i=1

when z; is a local minimum, the ground state energy min Sp(H ") is equal to 0, and if not, it
is strictly positive. Therefore, the harmonic approximation shows that £. has as many small
eigenvalues in the limit ¢ — 0 as they are local minima of V. Furthermore, the harmonic
spectra (Sp(H®))1<;<n can be computed by diagonalizing V2V around each critical point.

In fact, it is possible to show with rather crude estimates that the small eigenvalues are of
order e ¢ for some ¢ > 0, and to prove the existence of asymptotic expansions with respect
to € (see [157]). In the bistable case discussed in the previous paragraph (in which case there
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are two small eigenvalues, Ao = 0 and A; . — 0), the results of [157], in particular, imply the
following Eyring-Kramers formula for Ay . > 0:

1
A (s)] (et VAV (m1) \® 2 (v(9)-vim))
Me = :(V()=Vim) (1 : L.

L or  \ Jdet V2V (s)| ) © 1+0() (1.79)

which is consistent with the potential-theoretic result (1.77) and the interpretation of ;.
as a relaxation rate corresponding to an inter-state transition. In fact, potential-theoretic
approaches also allow to recover results such as (1.79), but with a worse error term. See [61,
Theorem 1.2] and [58, Section 8.4.2] for a more general discussion of the link between spectral
properties and potential theory.

When there are multiple wells, an explicit formula can also be derived [61, 158], and explicitly
computed at the cost of a labelling procedure. Extensions to more general dynamical settings,
such as non-reversible or non-elliptic dynamics (in particular the underdamped Langevin
dynamics) are possible, see [166, 167, 168, 208, 55] for various results in this direction.

Numerical approaches. Many numerical methods, beyond the AMD algorithms discussed
in Section 1.2.1, have been proposed to address the problem of metastability. Statistical
learning methods for time-lagged propagators form a large class of methods, which aim to infer
timescales, metastable states, and proporse coarse-grained dynamics from sampled trajectory

data. We refer the reader to [298] for an extensive review of this type of approach.

The aim of these methods is in each case to construct a finite-dimensional approximation

for an infinite-dimensional operator, generally one of
K, = eTﬁY, T, = eTLYT, (1.80)

where the semigroup K is known in this context as the Koopman operator, and its dual T, Perron—

Frobenius or transfer operator.

We assume that we are in a metastable situation such as the one assumed in Theorem 1.21.
Namely, the generator is self-adjoint, with a spectral gap § < 1. For times 7 = O(§71),
the operators (1.80) can be well-approximated with a rank-n operator, given by the spectral
projection H[e_T/a?l]ICT (and its L2-adjoint), where n is the number of metastable modes given
by Theorem 1.21. For non-reversible dynamics, a similar approximation can be constructed

using the singular value decomposition, see [298, Section 3.1.2].

Estimators for these finite-rank operators can be obtained from time-lagged samples of the

dynamics, X = (Yo(j ), YT(j )>1<j<J, where YT(j Vis a sample of the dynamics at time 7, started

from Yo(j ) for each 1 < j < J. The estimation task is generally performed in two steps. First,
a rank M > n model for A, € {K;,7;} is constructed, using feature transformation ¥(X)
of the trajectory data, from which a matrix approximation ﬁT,X € RM*M s constructed.
Second, the dominant eigenvalues of /TT,X are computed, and used to approximate relaxation
timescales. Corresponding eigenvectors may be reconstructed using the input features. If
a spectral gap is detected in the spectrum, the model A\T,X itself can be truncated, giving
the final low-rank approximation, which can be used as a propagator for a coarse-grained,
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low-dimensional dynamics.

Specific instances of this general yield different methods. A popular family are Markov
state models (MSMs [272, 181]), which approximate the transfer operator with an empirical
transition matrix associated with a coarse-graining of configuration space, see [298, Section
4.2.3]. The variational approach to conformation dynamics (VAC [256]) and its non-reversible
extension, the variational approach to Markov processes (VAMP [341]), rely on variational
principles satisfied by the projected propagators, see [298, Section 4.3].

1.3.2 The quasi-stationary regime

In this section, we focus on a specific tool to study local questions regarding the metastability
of (1.68). As discussed in Section 1.2.1, and formalized in Assumption QSD, for typical initial
conditions inside a metastable state €2, a local equilibrium v, is reached after some time.
Starting from this local equilibrium, the exit event (74, Y-, ) is Markovian: the exit time 7, is
exponentially distributed with rate \,, and the exit point Y;, is independent from the exit

time.

Similarly to the previous paragraph, the degree of metastability of 2, corresponds to
a local separation of timescales, timescales which in turn are encoded by the spectrum of
the infinitesimal generator, when endowed with appropriate boundary conditions. We begin
by introducing quasi-stationary distributions, as well as the spectral point of view on these
objects, focusing on the reversible setting, namely that of the overdamped Langevin dynamics.
Finally, we review how the spectral point of view, and in particular the use of semiclassical
methods, can justify the AMD methods introduced in Section 1.2.1 and provide insight into
how to optimize their efficiency.

Quasi-stationary distributions. The study of quasi-stationary behavior is attributed to
Yaglom [343] to study the behavior of some critical branching processes before their extinction.
QSDs are useful for instance in the mathematical modelling of ecosystems, where they allow to
study the behavior of populations in the pre-extinction regime. We refer to [245] for a survey
of QSDs with a focus on the applications to population dynamics, and to the book [84] for

extensive background material on QSDs.

Let Y be a continuous-time Markov process on some Polish configuration space S = QU 0,
and let 79 be the first hitting time of a cemetery point 0. The stopping time 7y is called
the killing time. The cemetery point 0 is absorbing, in the sense that P(Vt > 75, Y; € 9) =1
and Py, (79 < +00) =1 for all y € S. For instance, Y could model the size of a population,
in which case Q = (0,400) with 0 = {0} corresponding to the state of extinction, or the
configuration of a metastable system, in which case 2 C £ is a metastable state, whose
topological boundary is identified with the cemetery point: 9 = 0€). These following definitions
can be found in [245, Section 2]. A measure v € P(FE) is called

o A Yaglom limit for Y starting from y € Q if for all measurable A C ,

tE+mooPy (Y € A|m9 > t) = vo(A).
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o A quasi-limiting distribution (QLD) for Y if there exists py € P(€2) such that for all
measurable A C 2,
tl>i+mOOIP’NO (Yi e Almg > t) = vo(A).

o A quasi-stationary distribution (QSD) for Y if for all measurable A C 2, and ¢t > 0,

P, (Y € A|719 > t) = vo(A).

If there exists a unique Yaglom limit starting from any y € E, it is the Yaglom limit for Y
inside Q. One can then show [245, Proposition 1] that v is a QLD if and only if it is a QSD.
Since a Yaglom limit is obviously a QLD, it is also a QSD.

QSDs are related to spectral properties. Defining, for f in the space B*(£2) of bounded
measurable functions defined on €2, the family of operators

Vit > 0, Ptf(l') - E:E [f(Y;‘/)]lt<Ta] 3

the Markov property entails that (P;);>o forms a sub-Markovian semigroup, called the killed
semigroup. One can easily show (see [84, Chapter 2] or Section 1.2.1) that, for any QSD vq,
there exists A(vq) > 0 such that

EVQ (f(Y'r@)]]-t<Ta) = ei)\(yﬂ)tEVQ [f(YTa)] ;

so that starting under a QSD vq, the killing time is exponentially distributed with rate \(vq),
and independent of the killing point. Moreover, any QSD is a left-eigenvector for the killed

semigroup, namely
VFeB®(Q),t>0, vq(Pf)=e ltyg(f). (1.81)

A proof can be found in [84, Section 2.3].

Many works have focused on proving the existence of a unique QSD v in increasingly
general settings, as well as obtaining criteria for the exponential convergence to v of the

conditional distributions
o Py

=P, (Y, €|t o
,Ut 120 ( t e | < 7—6) le(]PtI[Q

(1.82)

for any po € P(€2). Probabilistic approaches by Champagnat & Villemonais, starting in [72],
finding suitable analogs of the Lyapunov and local minorization conditions used in Harris’
theorem (see [150]), establish the following result for elliptic SDEs.

Theorem 1.23 ([73, Theorem 1.1]). Let Y be a solution to the SDE (1.16) on Y = R?
with Holder-continuous coefficients b and o, with o uniformly elliptic. Assume that € is a
bounded, connected, open domain of Y. Then there exists a unique QLD vg € P(Q) (which is
therefore the unique QSD) and constants C,r > 0 such that for all py € P(Q2),

drv (e, va) < e Vt>0, (1.83)

where 1 : Q — [0, +00) is a C*-eigenfunction for the infinitesimal generator, with eigenvalue
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equal to the negative killing (or exit) rate, namely —LY 1 = Xvq)n, defined by

n(y) = lim e Avo)tp y(t < T9).

t——+o0

Exponential convergence bounds such as (1.83) have been obtained for elliptic diffusions on
compact Riemannian manifolds [71], general Feller processes in regular bounded domains [30],
and some kinetic SDEs in cylindrical domains [228, 145]. We refer to [30, Section 1.1] for a
recent survey.

Spectrum of the Dirichlet generator. Analytical methods, based on spectral analysis,
are also effective to study QSDs, obtain more explicit rates of convergence in (1.83), and
study the metastable exit distribution P, (X,, € -). Just as the rate of convergence to global
equilibrium is dictated by a spectral gap of the infinitesimal generator, so is convergence to
local equilibrium, when the infinitesimal generator is supplemented with Dirichlet boundary

conditions.

For simplicity, we consider here the case of reversible elliptic diffusions. A similar approach
can be followed, using the Krein-Rutman theorem for non-reversible elliptic diffusions, see [270]
and [271, Chapter 3]. We assume that X is a solution to the SDE (1.21) on Q = R?, where V, &
and «y are smooth, with ¢ uniformly elliptic. The fluctuation-dissipation relation (1.22) implies
in particular that + is symmetric positive-definite. To use results of elliptic regularity, we
assume that € is a smooth, bounded, connected open domain of R%. The generator, as a

formal operator, writes
e BV
Lz =

div (e_ﬁvny) .
We use frequently the integration by parts formula

VY f,.g€C®(9Q), /Qf(ﬁﬂg) 5/ Vg vn —;/QVJ‘TWge‘W, (1.84)

where n denotes the unit outward normal, and the boundary integral is with respect to the
Lebesgue (surface) measure on 0.

For f,g vanishing on the boundary of 2, the boundary term is omitted from (1.84), so
that —Lg defines a symmetric, positive, elliptic quadratic form on L%(Q) = L*(Q,e AV da).
We consider the Dirichlet realization of —Lg on L%(Q), defined as Friedrichs’ extension (see [276,
Theorem 10.23]) of the form (1.84) on C°(€2). It is by definition a strictly positive self-adjoint
operator, with domain contained in H}(£2), the closure of C2°() for the form-norm. Since the
injection HE(Q) — L%(Q) is compact by the smoothness of V' and the Rellich-Kondrachov
theorem (see [121, Theorem 1 in Section 5.7]), Egl is (L%(Q) — L%(Q))— compact, which
implies that the spectrum of —Lg is given by a sequence of positive eigenvalues, which we
enumerate with multiplicity:

0<)‘1ﬁ<)‘2,3 <-ee

Each eigenvalue has finite multiplicity and there are no accumulation points in the spectrum,

so that A, 3 I, +o00. To this sequence of eigenvalues, we associate an orthonormal
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sequence (up g)n>1 of eigenfunctions, satisfying
VYn,m > 1, —LgUn g = Ap gln.g3, /Qunwgumﬁ e AV = Onm.- (1.85)

It is classical (see [121, Section 6.5.1]) that A1 g < Ay g and that u; g is the unique signed
eigenfunction, and does not vanish inside 2. We may assume without loss of generality
that u; g > 0. Finally, elliptic regularity arguments (see [121, Theorem 6 in Section 6.3.2])

show that for all n > 1, u, g € C*°(2).

The knowledge of a spectral decomposition allows for many explicit computations, using the
following Feynman—Kac representation. Writing 7q = 79 for the hitting time of 02, we define

u(t, ) = Eo [Lrgrp(Xrg) + Lo (X)) (1.86)
for some ¢, € C>(Q2). The function v is the smooth solution to the PDE problem

Ow = Lgv, (t,x) € (0,400) x Q,
v =, (t,x) € (0,400) x 09,
v =1, (t,x) € {0} x Q.

The fact that a unique smooth solution exists follows from the general theory of parabolic
evolution equations, see [121, Chapter 7], and the probabilistic representation (1.86) then
follows from It6’s formula, see [206, Proposition 1].

It follows from this Feynman—Kac formula that the probability measure

is a QSD for X in © (see [206, Proposition 2]). Moreover, the exit rate \(vq) is equal
to A1,g, and its density (which we again denote vq) is an eigenfunction of the Fokker—Planck
operator EE with Dirichlet boundary conditions, for the same eigenvalue.

The formula (1.84) gives an expression for the exit point distribution starting from vq (see [206,

Proposition 3]) as

-1
Evq [0(Xro)] = / ep,  p=-— (BM,B / Ul,ﬂeﬂv) (Vi gym) e V. (1.87)
o0 Q
Since, starting from v, 7q ~ £(A1 g) is independent from X, the joint distribution of the

exit event is in this case completely explicit in terms of the principal Dirichlet eigenpair.

For ¢ = 0 in (1.86), the solution v(¢, x) = Pup(z) can be expanded in the Dirichlet eigenbasis,

ie.

+oo
Paste) = 3 e ([ Gunge ™ ) un (o). (1.83)
n=1

Using this expansion, one can estimate the total variation distance between the conditional
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measure (1.82) and vg, and show (see for instance [305, Theorem 3.1]) that
Vt>0,  drv (e, ve) < Oug)e” P2t (1.89)

for some constant C'(ug) > 0 independent from ¢, for a large class of initial distribu-
tions pp € P(§2) which includes Dirac distributions. In particular v is the Yaglom limit
for X inside 2. The uniqueness of the QSD is a consequence of the simplicity of A; g, the fact
that u; g > 0 inside €, and the property (1.81).

The convergence bound (1.89) shows that the asymptotic convergence rate to the QSD is
given by the spectral gap A 3 — A1 g > 0. Furthermore this rate is essentially sharp: taking pg
proportional to (u; g+ EUZﬁ)e_ﬁv for a sufficiently small €, we get an explicit initial condition
which converges at exactly this rate to the QSD in the L?(Q)-norm.

Foundations and numerical analysis for AMD algorithms. The results reviewed
in the previous two paragraphs can be used to study the AMD algorithms of Section 1.2.1.
Existence and uniqueness results for the QSD justify Assumption (QSD). The convergence
bounds (1.83) and (1.89) justify Approximation (MS (¢corr())).

To justify the physical assumptions behind TAD and HMD, namely Approximations (EK)
and (TST), one has to study the metastable exit event in the low-temperature regime 5 — +o0,
so that energetic barriers are high relative to thermal fluctuations. This is equivalent to study
spectral properties of the Dirichlet realization of the Witten Laplacian (1.78) in the semiclassical
limit € — 0. The main difficulty lies in constructing sufficiently accurate approximations of the
principal eigenvector uy g and its normal derivative VuI gyn to get useful estimates on Ay g
and the exit distribution (1.87). Such approximations are called quasimodes, and are the
central tool in semiclassical analysis.

Semiclassical techniques have been used in [14, 99, 100, 101, 224] to study the validity
Assumption (EK). In particular all these works assume some restrictions on the domain 2. The
early results of [14] are in dimension 1, while positive results (justifying Approximation (EK))
for higher-dimensional systems exist under non-local assumptions on V', which may be hard to
verify in practice. Justifications for Approximation (T'ST) can be found in [225], again in the
low-temperature regime with various restrictions on V', 6V and €.

Estimating the bias in AMD methods arising from choices of various approximation parame-
ters is also a natural question, see [14] for a numerical analysis of TAD and [206, 233] for a
numerical analysis of the Parallel Replica algorithm.

TAD and HMD are often valid and useful in the presence of high energetic barriers, but
fail when the metastability has an entropic origin. Recently, the semiclassical approach has
been extended to study models of entropic confinement. In these so-called narrow escape
problems, high-energy transition states around an energetic basin are replaced with narrow
exit pathways at the boundary of a domain 2. In this setting, the dynamics consist in a simple
Brownian motion, which is reflected on the boundary 0f2, except on a subset I'. C 0f2, on
which absorption occurs. The spectral approach to the QSD leads to eigenvalue problems
for the Laplacian with mixed Dirichlet—-Neumann boundary conditions. The probabilistic
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interpretation of the principal eigenpair and spectral gap allows to study quasistationarity in
a toy model of entropic barriers. Analogs of the Eyring—Kramers formula, when I'. consists
of multiple regions of varying size, have been established in a two-dimensional situation,
when |I';| =20, 0, see [227]. The question has also been considered from a potential-theoretic
point of view, see [124]. The question of formulating entropic equivalents of TAD in a general

setting is a natural question, which has yet to be studied.

The spectral point of view is helpful in parameter selection for AMD methods. For instance,

c
Z Xos—Mp

some C' > 0. For Q to be a “good” metastable state (see Problem 1.12), the local separation

the bound (1.89) suggests one should choose the decorrelation time tcop(€2) for
of timescales should be maximized, ensuring that the timescale on which the conditionned
process converges to the QSD is small compared to the timescale on which is subsequently
transitions. This naturally leads to the question of maximizing (A2 g — A1,3)/A1,8 With respect
to €, which itself is a parameter of the algorithm. This objective was initially proposed by
practitioners of AMD simulations, see [268] for example. Questions of parameter selection for
AMD methods are a core motivation for the contributions of Chapters 2 and 3 of this thesis,
and will be further motivated there.

1.4 Contributions of this thesis

In this section, we summarize the contributions of the following chapters. In Section 1.4.1,
we present our contributions pertaining to the study of metastability reviewed in Section 1.3,
motivated by applications to the accelerated MD methods of Section 1.2.1. In Section 1.4.2,
we present our other contributions to the sampling of trajectorial properties, in particular the
nonequilibrium properties of Section 1.2.2

1.4.1 Analysis and optimization of quasistationary timescales

The results we introduced in this section correspond to Chapters 2 and 3 of this thesis.
The overarching motivation for these contributions is a problem of parameter selection for
the accelerated MD algorithms of Section 1.2.1, particularly the most generic of Voter’s
methods, namely the parallel replica algorithm. This is the metastable state design problem
(Problem 1.12). In [268], for the case of reversible elliptic diffusions, the authors argue that
metastable states should be chosen as local maxima of the ratio

_ A2,5(€2) — A1 ()
A1,p(92)

N*(Q) , (1.90)
where A 3(§2) denotes the k-th Dirichlet eigenvalue of the infinitesimal generator inside 2,
see (1.85), where we make the dependence on Q explicit. In this context, N*(€2) roughly
measures the number of replicas one can use in the Parallel Replica algorithm (Algorithm 1.10
in Section 1.2.1) inside  while maintaining a proportionate speedup in wall-clock time,

therefore warranting its name of scalability metric.

This ratio also measures a separation of timescales, between the exit rate when the dynamics
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is initially distributed according to the QSD v and the slowest relaxation timescale of the
renormalized killed semigroup, according to the representation (1.88), which is the asymptotic
rate of convergence to the local equilibrium vq. Therefore N*(Q2) can also be understood as a

natural local measure of metastability associated to the state €.

It is neither true nor expected that standard energetic definitions for Q (see Example 1.5
in Section 1.2.1) are particularly good at maximizing N*. This is particularly true at high
temperature, or in the presence of low energy barriers, where thermal fluctuations make
transitions between energy basins rather frequent. Besides, when entropic effects significantly
contribute to metastability, these definitions make it impossible to separate metastable states
(see Problem 1.12 in Section 1.2.1).

A core contribution of this thesis is to propose two complementary approaches to tackle the
state definition problem, with the aim of locally maximizing N*(€2) with respect to 2, which
we regard as a shape-optimization problem.

o The first approach is based on theoretical results obtained in Chapter 2, computing

spectral asymptotics for the generator

Ls=-VVIV+ LN
B

of the overdamped Langevin dynamics (1.19) with Dirichlet boundary conditions at the
boundary of a temperature-dependent domain, in the low-temperature limit g — +oc.
A set of geometric assumptions is considered concerning the temperature dependence of
the domain geometry, which ensures that i) the asymptotics are sensitive to the choice
of the boundary geometry and ii) the leading asymptotic behavior can be computed in
practice. These shape-sensitive asymptotics may be plugged into (1.90) to optimize the
leading-order asymptotic of the scalability metric N* in the low-temperature regime,

within the class of domains satisfying our geometric assumptions.

o The second approach, presented in Chapter 3, is a numerical shape-optimization method
for the Dirichlet eigenvalues for the generator

.. \' 1 9
—AVV + =divy] V+-v:V
B B
of the general reversible elliptic dynamics (1.21). To make the optimization tractable in
a high-dimensional system, we propose a dynamical coarse-graining approach.

Before giving details on these contributions, let us briefly comment on the implications of
these results for the AMD algorithms of Section 1.2.1. These two approaches offer strategies
to address Problem 1.12 in different situations.

o The low-temperature analysis applies in situations where energetic barriers are by
definition the main contributors to metastability, in which case the energetic definitions
of Example 1.5 are known to lead to significantly accelerated sampling via AMD methods.

In fact, the geometric setting of the analysis restricts the class of domains to variations
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(in a sense to be made precise later) of the energetic basin A(zg) associated with a local
minimum zg for V. Therefore the asymptotic optimization approach can be viewed as
a fine-tuning strategy for the state definition, to maximize the scalability in a situation
where reasonable performance is already guaranteed. Besides, a byproduct of the analysis
is an asymptotically exact estimate of the spectral gap Ay 5(2) — A1 g(€2), which is directly
relevant to Problem 1.14.

o By contrast, the numerical shape-optimization approach makes no assumption on the
origin of metastability, and therefore also applies to situations where the separation of
timescales is induced by entropic effects. As such, it is more general, and should be viewed
as an enabling strategy, for situations where no reasonable state definitions are available.
However, it is also generically inexact for realistic systems, as it relies on approximation
parameters which are hard to control. In particular, its practical implications with
regards to Problem 1.14 are still unclear, and should be further investigated.

Finally, although the guiding objective is the maximization of N*, both approaches can be
applied to any functional of the Dirichlet eigenvalues.

Low-temperature spectral asymptotics. Chapter 2, which was preprinted as [50] and is
currently under review, provides new asymptotic results concerning the Dirichlet eigenvalues
of Lz, where V is a smooth Morse function, f — +o00, and Dirichlet boundary conditions
are imposed at the boundary of a regular bounded domain representing a metastable state.
The novelty with respect to previous analyses in this setting [158, 14, 99, 100, 101, 224, 209]
is that the domain is not a fixed set Q C R¢, but rather a temperature-dependent family of

domains (£23) -

Besides the shape-optimization problem, another more theoretical motivation to study
spectral asymptotics in this non-standard setting is the fact that the leading-order asymptotic
formulas for Dirichlet eigenvalues obtained in the case of fixed domains (such as those given
in [209]) are discontinuous with respect to the boundary geometry. In particular, discontinuities
in the leading-order term appear when the boundary crosses certain critical points of V. On
the other hand, results of perturbation theory (for instance those given in Chapter 3) show
that the spectrum is continuous with respect to deformations of the boundary. Studying the
Dirichlet spectrum in temperature-dependent domains allows to better understand these sharp

spectral transitions which must occur at low-temperature.

The contributions of Chapter 2 are as follows.

o We construct a set of geometric assumptions under which the asymptotics can be shown
to be valid and computed in practice. The main geometric assumption states that, for a
fixed set (2;)o<i<n, of critical points for V', and for all # sufficiently large, the domain Qg
can be approximated locally around each z; by a half-space. Moreover, the boundary of
the approximating half-space around each critical point z; is assumed to be orthogonal
to an eigenvector of the Hessian V2V (z;), and at a signed distance a(")/y/B from z; in
this eigendirection, for some o) € (—o0, +oc].
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The leading order asymptotics of the Dirichlet spectrum are derived as a function
of the parameter a = (Oé(i))lgig N, and the temperature parameter 5. This has the
major advantage of replacing the infinite-dimensional shape functional N* by a finite-

dimensional function in the asymptotic regime.

Other critical points of V' are assumed to be far from all the domains €23 and therefore
do not enter into the analysis.

o Under these assumptions, we show the counterpart of the harmonic approximation
(Theorem 1.22) in our setting, namely that, for each k > 1, we have the limit

. B——+o0 H
lim A g(Qs) 2222 A (q),
pim k,68(0p) k(@)

where )\I,;I () is the k-th eigenvalue of some temperature-independent, block-diagonal
operator, the harmonic approximation, given by a direct sum of local harmonic models,
endowed with appropriate Dirichlet boundary conditions. Crucially, the A(a) can be
computed numerically as a function of «, at a negligible computational cost.

o Under an additional set of assumptions ensuring, amongst other technical conditions,
that the principal eigenvalue A\ 3(€23) is exponentially small as f — +oo, and that
the second eigenvalue Ay g(£23) is bounded away from zero uniformly in 3, we prove a
shape-sensitive Eyring—Kramers formula:

5 Pl det V2V (z0)

‘ 1+o0(1), (1.91
z‘efmm27r<I>(]u§”\%a(z’)) |det V2V ()] ( (1)), (1.91)

where

2
O(x T dt,  B(4o0) =1,
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the critical point zg is a distinguished local minimum of V| and the (z;);ej,

min

are index-1
saddle points of V' bordering the basin of attraction A(zp) (see Example 1.5) at the
energy level V*. In the formula (1.91), I/%Z’) is the sole negative eigenvalue of V2V (z;)
for ¢ € I, and corresponds to the eigenvector perpendicular to the approximating

half-space around z;.

o From a technical perspective, the proofs of these two results adapt well-established
strategies for approximating eigenvectors in the semiclassical analysis of the Witten
Laplacian, such as the construction of harmonic quasimodes performed in [195], or
the construction of Gaussian quasimodes used in [61, 209]. However one aspect of the
analysis is significantly different from previous works. While prior approaches to the
Eyring—Kramers formula on fixed domains relied on local changes of variables around
critical point to reduce the analysis to the study of a model operator in a simple geometric
situation. While this is always possible in the case of a fixed domain, this approach cannot
be adapted in the case of temperature-dependent boundaries without making additional
regularity assumptions on the family (€23)s>0, which would restrict the genericity of
the result. Instead, our approach relies heavily on deformations of the domain itself,
combined with well-known domain monotonicity principles for Dirichlet eigenvalues to
control the error induced by these deformations. In fact, when applied to the case of
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a constant domain g = €2 for all 8 > 0, our method gives an alternative proof of
these classical Eyring—Kramers formulas, with a slightly degraded error term. Another
technical contribution is the derivation of a suitable Laplace method for the case of

moving integration domains.

Shape-optimization of metastable states. Chapter 3, which was preprinted as [51] and is

currently under review, studies the shape optimization problem from a numerical perspective.

It proposes a novel framework to define metastable states by directly optimizing a spectral

metric for timescale separation, which is closely related to the efficiency of accelerated sampling

algorithms. The contributions are as follows.

o We argue that the scalability metric (1.90) indeed quantifies the efficiency of the Parallel

Replica algorithm, using an idealized choice of the decorrelation time t.q.y, and a specific
implementation of the dephasing step (step A in Algorithm 1.10).

To optimize the domain, we require gradients of Dirichlet eigenvalues with respect
to geometric perturbations of the domain. A known difficulty in the optimization of
eigenvalue functionals is the loss of differentiability which occurs at points where the
eigenvalues become degenerate. We devise the necessary regularity results for the Dirichlet
eigenvalues A, 5(€2) with respect to shape-perturbations, and compute in particular
analytical formulas giving the Gateaux derivatives for clusters of degenerate eigenvalues.
As for the Dirichlet Laplacian, this directional derivative is given by the spectrum of a
small, symmetric matrix M*(g) (Theorem 3.2), where @ is a shape-perturbation field.

Using these formulas, we construct a robust ascent algorithm (Algorithm 3.5) to locally
maximize N*(£2). The algorithm is based on a finite-element (FEM) discretization of the
domain and the Dirichlet eigenproblem. Its robustness stems from its ability to handle
degenerate eigenvalues: it uses a numerical criterion to detect near-degeneracies, and
adaptively chooses a steepest ascent direction 68* by formulating a secondary optimiza-
tion problem related to the spectrum of some matrix-valued functional S(6), which
fortunately can be efficiently solved. This effectively avoids oscillations and the slow

convergence that would otherwise plague the optimization procedure.

For realistic high-dimensional molecular systems, where a direct FEM discretization
is computationally intractable, we propose a coarse-graining strategy. Given a low-
dimensional collective variable (CV) & : R — R™ (with m < 3), states are defined
as preimages 0 = {71(Q¢). The optimization problem is approached by performing
a Galerkin approximation, restricting the variational search space for the Dirichlet
eigenproblem to functions of the form ¢ o £, considering the subspace

{pot, v e Hi5(Q)} C Hi5(Q).

This reduces the intractable high-dimensional PDE on {2 to an effective, low-dimensional
Dirichlet eigenproblem on €2¢ C R™, which can be readily solved with FEM. In fact, this
eigenproblem is precisely the Dirichlet eigenproblem for the generator ﬁ% of another
reversible elliptic dynamics in R™, which is again of the form (1.21). Its coefficients are



Chapter 1. Introduction 75

given by the free energy F¢ and an effective diffusion tensor a¢, whose expressions are

Fe(z) = —; log </Ez e PV (det VfTV£)_1/2 dO’z}Z) eR,

ag(z) = /E Ve VEdy, € R™™,

where ¥, = £71(z), oy, denotes the surface Lebesgue measure, and v, denotes the
conditional Gibbs measure on ¥,, given by

e BV W) (det Vé(y) Ve (y)) o
v (dy) = —7r om ()
[ e (aerveTve) " ams,

z

These effective dynamics have been considered previously for dynamical coarse-graining,
see for instance [346], but never in the context of absorbing boundary conditions. While
any reversible model for the low-dimensional dynamics £(X;) could be used instead, this
particular choice has the advantage that its coefficients F¢, a¢ can be efficiently estimated

from sample configurations, with no need for statistically correct trajectories.

o We first validate our approach on small numerical examples, showing that when the
reaction coordinate is able to resolve the relevant free-energy basins, the coarse-grained
optimization procedure is in very good agreement with the optimum domain of the
form & _1(95), in a toy two-dimensional potential. We also validate the semiclassical
asymptotics of Chapter 2 on a one-dimensional potential, and find that the asymptotics-
optimization problem (as a function of the shape parameter a) resembles the true
shape-optimization problem, and can be solved at a fraction of the computational cost.

o We finally deploy our methodology on a biophysical system, solvated alanine dipeptide
(see Figure 1.2), a system with 1857 configurational degrees of freedom. We show
through numerical experiments that the shape-optimization procedure increases the
local separation of timescales, compared to a natural ad-hoc definition of states, for
the underdamped Langevin dynamics, in a range of dynamical settings, and for several
choices of the core-set.

1.4.2 Nonequilibrium sampling and pathwise properties

A dual approach to computing transport coefficients. Chapter 4, which was published
in [52], provides a generalization to the setting of the NEMD stochastic dynamics (1.55)
of ideas from works of Evans & Morriss [118, 117, 120, 116, 115] and [119, Section 6.7] in
nonequilibrium statistical mechanics. The goal is to compute linear response properties such
as (1.61), using a constant-flux approach, named the Norton method. This name comes from
an analogy with electrical-circuit theory, because the Norton method measures a resistance,
contrarily to the constant-forcing NEMD (or Thévenin) method which measures a current.

The spirit of this method is based on the observation that, although physical intuition
suggests that the steady-state response is caused by the nonequilibrium driving force — this
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is indeed reflected in the choice of terminology — from the macroscopic point of view, there
is no reason to suppose this is the case. Instead, the flux and the forcing co-occur, and one
could equivalently think of the nonequilibrium flux as creating a resisting force opposing the
drive out of equilibrium. This shift in perspective suggests the following approach: instead of
fixing the magnitude of the nonequilibrium perturbation, and measuring the average flux in
the nonequilibrium steady-state, as in standard NEMD methods, one could fix the fluz, and
measure the average forcing magnitude needed to sustain it. The average forcing is therefore
measured in a constant-flux ensemble. The Norton and NEMD nonequilibrium ensembles
are in a dual relationship with respect to the pair of flux/forcing variables: one’s value is
fixed exactly, while the other’s is fixed on average by the nonequilibrium steady-state. This
duality is analogous to the relationship between the NVE and NVT equilibrium ensembles
with respect to the Hamiltonian/temperature pair of thermodynamic variables.

One objective of this work is to place this dual approach in a clear stochastic setting, in
which one could subsequently hope to obtain rigorous theoretical results concerning its validity
and efficiency, contrarily to the original deterministic framework of Evans & Morriss. Another
objective is to ascertain with numerical experiments whether the approach is promising for
applications, beyond academic toy models.

This results in the following contributions.

o We derive a formal framework for these constant-flux nonequilibrium dynamics in the
case of perturbations of the drift, i.e. b, = b+ nF for some F' : Q — R? and oy =0
in (1.55). This allows to cover the relevant examples of mobility and shear viscosity
discussed in Examples 1.15 and 1.16. The framework is based on the constrained SDE

dZ = b(Z]) dt + o (Z])dW, + F(Z]) dAT, (1.92)

which has same basic form as the NEMD dynamics (1.55), except that the perturbation
parameter 1 has been replaced by the increment of a stochastic process (A¢)=0, where

the forcing magnitude process A} is determined by the constant-flux constraint
R(Z{) = R(Z5) =r,  Vi=0,

and the parameter r > 0 fixes the value of the flux. In fact, A" is a W-adapted 1t6
process, satisfying the SDE

t t
A;:/ )\(Z;”)der/ Nznydw,
0 0

for explicit observables A : ) — R and X Y — R4 We also derive explicit Norton
dynamics in the case of multiple and time-dependent flux constraints.

As a result, one may measure the average forcing magnitude using an ergodic average
1 T r T—o00
T MNZ[)dt —= E,r [A], (1.93)
0

where 7" denotes the Norton steady-state, defined as the invariant probability distribution
of the dynamics (1.92).
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Because the trajectory average on the left-hand side of (1.93) neglects the contribution of
the observable :\, corresponding to the martingale component of A", the dual approach
incorporates variance reduction in its estimation of nonequilibrium response properties.
It amounts to using the predictable process —# fOT XN ZI') AW, as a control variate in the

estimation of the average forcing magnitude.

By analogy with the macroscopic transport law, we define the Norton linear response as
the reciprocal derivative of the forcing with respect to the flux, provided the following

limit exists:

o Specializing this framework to the case where the equilibrium dynamics is given by the
underdamped Langevin SDE (1.17), we give a physical interpretation of the Norton
dynamics as satisfying an “oblique” version of Gauss’ principle of least constraints, which
itself had been previously proposed as a principled way to construct nonequilibrium
ensembles [117, 173].

o Drawing on (A, B, O) splitting schemes for Langevin dynamics (see (1.36)), we construct
a family of flux-preserving numerical schemes for the underdamped Langevin—Norton
dynamics, and explain how to efficiently construct an estimator for the average forcing
directly from the integration procedure, incorporating variance reduction and avoiding
the potentially costly evaluation of A\. These schemes were implemented in the molecular
simulation package Molly [143].

o We perform various numerical experiments on Lennard—Jones fluids, which reveal that
the dual approach allows to compute both mobility and shear viscosity in these systems.
Furthermore, this equivalence extends beyond the linear regime for the pairs (F, R) we
consider, suggesting that the dual approach provides an alternative way to compute
response properties far from equilibrium in some systems.

o We show that in the case of shear viscosity, the dual method is more efficient, and
that the efficiency gap increases with the system size. This is caused by the fact that
the fluctuation behavior of the forcing process A(Z}) is often quite different from that
of response process R(Y;") in NEMD. Roughly speaking, the former tends to display
large instantaneous fluctuations over short correlation times, while in NEMD), smaller
fluctuations occur, but which dissipate over much longer times. In Lennard—Jones fluids,
we show evidence of anomalous concentration for the forcing distribution; namely the
variance of the shear forcing distribution, which is the pushforward measure A\.7" € P(R),
scales as N~°/3 as the number of particles N — +o0, at fixed density and temperature.
The variance of its NEMD counterpart, the Fourier flux distribution R,m,, on the other
hand, scales as N ™1, which is the expected CLT behavior. A possible explanation of this
phenomenon lies in the fact that, for typical choices of (R, F'), the forcing variable A
is coupled to the system through a mean-field-type interaction, but a rigorous analysis

remains an open question.

Finally, we raise several theoretical questions regarding the dual method for future work. In
particular, the method suggests an approach to the equivalence of nonequilibrium ensembles
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results, which is expected to hold in specific, but nevertheless practically relevant, limiting
regimes. The upcoming work [89] addresses some of these questions in a mean-field setting.

Since publication, our framework has been specialized to dissipative particle dynamics
(DPD, [342]), and similar numerical results have been obtained therein regarding the efficiency
of the Norton dynamics and the anomalous scaling of the variance in the constant-shear-
flow ensemble. The qualitative difference in fluctuation behavior between constant-force
and constant-flux ensembles has also been observed in recent simulations [315, 296] using
deterministic Norton dynamics with Nosé-Hoover thermostats.

More generally, the idea of choosing from equivalent statistical ensembles those which possess
the most desirable fluctuation behavior for a target property is classical in equilibrium statistical
mechanics [211, 66]. Norton dynamics aim to extend this possibility to the nonequilibrium
setting by proposing an equivalent nonequilibrium ensemble to sample from, with different
fluctuation properties. Overall, variance reduction for constant-flux ensemble estimators of
various transport coefficients have indeed been observed in [118, 315, 52, 296, 342].

A hypocoercive approach to the overdamped approximation of the Langevin dy-
namics with position-dependent friction matrices. Chapter 5 corresponds to contents
of an upcoming research note [48]. The purpose of this note is to study the dynamical behavior
of the general underdamped Langevin dynamics

dg} = M~ 'pdt,

A A AM—1a7-1,\ ZA 5 oM =1/2 g (1.94
dp;' = —VV(g)dt = AD(q) ™" M'pj dt + |2 D(g)~* AW,

which corresponds to (1.20) with v = AD~!, in the large friction regime A — +oc. In this
equation, D™!: @ — S is a position-dependent, matrix-valued friction coefficient.

Under suitable assumptions on the coefficients of these dynamics and the initial data, we
show that the rescaled position process (qﬁt)ogtggp converges in law to the solution (X;)o<i<r
of the SDE

dX; = — | D(X,)VV(X;) — ;divD(Xt)} dt + \/ng/Q(Xt)th, (1.95)

which corresponds to (1.21) with v = D, and is the dynamics studied in Chapter 3.

While similar results are well-known in the small-mass regime M — 0, and have been
shown to hold in very general settings [130, 131, 177, 339], the main contribution of this
work is the method of proof, which relies on the control of a well-chosen Poisson problem
via L2-hypocoercivity estimates. As a result, the structure of the argument is very simple,
and gives an intuitive explanation for the form of the limiting dynamics. As an intermediate
technical step, the proof involves extending known hypocoercivity results to a setting with
multiplicative noise, and obtaining uniform in A estimates for the inverse generator, results
which may be of independent interest. Along the way, we identify a gap in the proof of a
previous result in the small-mass case ([339, Lemma 3.1]), and provide a correct argument for
an analogous step in our setting.
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The second contribution of the work consists in the application of the result to a case where
the kinetic energy, given by %pTM ~(q)p, where M : Q — S;* is itself position-dependent.
These dynamics are for instance useful when considering molecular dynamics in internal
coordinates, see [326]. We show, under suitable assumptions on M, that the main result can
be applied, via an appropriate change of coordinates, to derive the overdamped limit. This
allows in particular the treatment of the general one-dimensional case.



Chapter

Quantitative spectral asymptotics for
reversible diffusions in

temperature-dependent domains.

At the still point of the turning world.
. at the still point, there the dance is ...
—T.S. Eliot, Burnt Norton, 1936

Abstract. We derive novel low-temperature asymptotics for the spectrum of
the infinitesimal generator of the overdamped Langevin dynamics. The novelty
is that this operator is endowed with homogeneous Dirichlet conditions at the
boundary of a domain which depends on the temperature. From the point of view of
stochastic processes, this gives information on the long-time behavior of the diffusion
conditioned on nmon-absorption at the boundary, in the so-called quasi-stationary
regime. Qur results provide precise estimates of the spectral gap and principal
eigenvalue, extending the Eyring—Kramers formula. The phenomenology is richer
than in the case of a fized boundary and gives new insight into the sensitivity of
the spectrum with respect to the shape of the domain near critical points of the
energy function. Our work is motivated by—and is relevant to—the problem of finding
optimal hyperparameters for accelerated molecular dynamics algorithms.

80
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2.1 Introduction

We study characteristic timescales of the diffusion process defined as the strong solution (Xtﬁ )0
to the stochastic differential equation

2
ax? = —vv(x?ydt + \ﬁth, (2.1)

where (W;)¢>0 is a standard Brownian motion on R? V : R¢ — R is a smooth function,
and 8 > 0 is a parameter modulating the magnitude of the noise. In the context of atomistic
simulation, the process (2.1) is called the overdamped Langevin dynamics, and is commonly
used to model the motion of particles subject to an interaction potential V' at thermal
equilibrium with inverse temperature 8 = (kT') L.

More generally, the function V' is, up to an additive constant, the log-likelihood of the Gibbs
measure
wu(dz) = Zﬁ_le_ﬁv(x) dz, (2.2)

which is a probability measure with respect to which the dynamics (2.1) is known to be
reversible, and, under a general set of assumptions, ergodic. We refer the reader to [280] for
sufficient conditions ensuring the well-posedness and ergodicity of (2.1) with respect to p.

As it allows sampling from probability measures whose densities are explicit up to the
normalization constant Zg, the dynamics (2.1) is also used in Bayesian statistics to sample
from the posterior distribution. In theoretical machine learning, the process (2.1) can also be
seen as an idealized model for the stochastic gradient descent algorithm, after an appropriate
normalization of the data, in which case V plays the role of the loss function.

The local approach to metastability. In many cases, the trajectories of (2.1) are subject
to the phenomenon of metastability, which is indicated by the presence of a wide range of well-
separated timescales, often exponentially wide in the inverse temperature. This corresponds to
the regime in which the Arrhenius law (see [16]) applies. Longer timescales correspond to rare
transitions between attractive regions of the configuration space R, which trap the dynamics
into long-lived local ensembles of configurations, which we refer to as metastable states. The
shorter timescales correspond to thermal fluctuations inside these states.

The nature of the trapping mechanism itself may vary. It may be that energetic barriers
tend to confine the dynamics inside a potential well for long times, which is the case on which
we focus in this work. It may also happen that different subdomains are joined by low-energy
paths, but in narrow configurational corridors, which require well-coordinated collective motion
of the system’s degrees of freedom to successfully navigate. In this case, the obstacle is of an
entropic nature, and the dynamics is in fact confined in a free-energetic rather than purely
energetic well.

Moreover, in molecular dynamics (MD) simulations, monitoring the long-time behaviour
of the dynamics (2.1) is of crucial importance to reliably estimate macroscopic dynamical

properties of materials and biomolecules, as well as parametrizing models on larger scales,
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such as discrete Markov models or PDEs.

Drawing meaningful long trajectories from metastable dynamics is however challenging with
naive techniques. To alleviate this, so-called accelerated dynamics methods [332, 334, 312]
have been proposed by Arthur Voter in the late 1990’s, all of which rely on a local approach
to metastability.

In this local approach, the notion of metastable state can be formalized using the quasi-
stationary distribution (QSD), which, given an arbitrary bounded subset of configuration
space 2 C R?, can be loosely understood as the long time limiting distribution of the process
conditioned on staying trapped inside 2. Defining the so-called Yaglom limit:

— 1 — B B
V_tllg‘o“f’ ut.—Law(Xt ’VOgsét,Xs EQ),

it can be shown under mild assumptions (see [245]) that the limit v is well-defined, and that
it is the unique QSD for the process (2.1) in 2, with moreover u; converging exponentially
fast to v in total variation norm. Local metastability inside {2 can then be understood as a
large separation between two natural timescales related to the QSD. The first timescale is the
average exit time from 2 for the dynamics Xtﬁ with initial distribution v:

m(Q) =E¥ [inf{t >0: X/ ¢ Q}} .

The second timescale 72(€2) is that at which p; reaches the QSD and the process Xtﬁ thus
forgets its initial distribution conditionally on not exiting Q. If 71 () > 72(£2), then the domain
) acts as a metastable trap for the dynamics Xtﬁ. Conditionally on {Xf €, V0 < s <t
for () < t < 71(Q), the state of the dynamics at time ¢ is distributed according to the local
equilibrium v, and remains distributed according to v before the dynamics exits once again.

It is possible to show (see [206] and Propositions 2.2 and 2.3 below) that the two local
timescales associated with the metastable behavior of the process Xf inside €2 can be related
to the spectrum of the infinitesimal generator of the dynamics (2.1), supplemented with
Dirichlet boundary conditions on 9f2. Namely, writing —Aj g(£2) for the k-th smallest Dirichlet
eigenvalue, the following holds:

o The metastable exit rate is given by A; g(€2).

o The asymptotic convergence rate to the QSD is given by A2 g(£2) — A1 5(£2).

Strictly speaking, Proposition 2.3 only provides an upper bound on the convergence rate,
which we expect in practice to depend on the initial condition. Nevertheless, these spectral
characterization provide us with a natural and tractable measure of the local metastability
associated with ), namely the separation of timescales

_ Ap(9) — Mip(Q)
M)

If J(2) > 1, ie. Aap(R2) — A1 g(2) > A 5(£2), then © acts as highly locally metastable
trap for the dynamics (2.1). The link between characteristic timescales for conformational

J(Q):

(2.3)
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dynamics and the spectrum of various operators has been widely discussed in the literature,
see [178, 256, 157] for an overview of various approaches.

Shape optimization for the timescale separation. A natural question arises: how to
choose the shape of the domain € in order to maximize J(€2) ? In other words: how to
choose () in order for the process (Xf )i>0 to be as locally metastable as possible ? This line of
investigation is interesting from a theoretical point of view, as it generalizes the problem of
finding extremal shapes for ratios of eigenvalues of the Dirichlet Laplacian (which corresponds
to setting V' = 0 in our context), which has been addressed with tools from spectral geometry,
see for example the Payne—Polyd—Weinberger conjecture [263] and its solution by Ashbaugh
and Benguria in [18].

It is, in addition of practical interest, since it has recently been shown in [2, 13] that
metastable diffusions such as (2.1) may be described with an arbitrary accuracy by coarse-
grained dynamics consisting of Markov renewal processes. In this context, the timescale
separations (2.3) associated with each coarse state appears as a parameter governing the
convergence of this approximation. More generally, it is expected that a large separation of
local timescales in 2 will lead to dynamics which are prone to be approximated by simpler
processes to simulate and analyze, such as jump Markov processes. From the point of view of
acceleration algorithms in MD simulation, the timescale separation has also been related to
the efficiency of the parallel replica algorithm (ParRep) (see [206, 305, 268]), and thus, finding
definitions of metastable subsets €2 for which the separation of timescales is large has relevance
to applications in MD. In particular, deriving quantitative estimates of A; g(£2) and A9 g(2) is
an important question in the numerical analysis of ParRep and its variants.

In low-dimensional settings, or when low-dimensional representations of the dynamics are
available, it is possible to locally optimize the shape of an initial domain €2, using shape
perturbation results for eigenvalues see [152, 153, 154, 164, 165]. Indeed, it is possible to
show that the ratio (2.3) is shape-differentiable with respect to 2, by adapting arguments
developed to treat the case of the Dirichlet Laplacian (see [165, 164] for the Laplacian, and
the companion work [51], treating the case of a general V' with a position-dependent diffusion

matrix, as well as a Galerkin approximation method given a reaction coordinate).

However, the exact computation of shape perturbations of eigenvalues is generally intractable
for systems of practical interest, because it involves solving a high-dimensional boundary value
problem, and the numerical representation of the shape itself is a non-trivial question. To
circumvent these difficulties, an alternative approach relies on choosing a limiting regime,
and finding asymptotically optimal shapes within a low-dimensional parametric family of
shapes. In this work, we perform the mathematical analysis necessary to realize this strategy
in the low-temperature regime 8 — oo, for a class of parametrizations which allow for explicit

computations.

This problem motivates the study of eigenvalue asymptotics for temperature-dependent
domains, in which the dependence of the shape of the boundary depends on only a handful
of relevant parameters. In fact, numerical experiments, as well as our theoretical results,

suggest that, in the limit 8 — co and at dominant order, the low-lying eigenvalues are rather
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insensitive to the geometry of the domain far away from critical points of V', so that the shape
optimization problem may become tractable in the limit 5 — oo. The relevant parameters
should fix the shape of the boundary near critical points of V. This is the framework in which
we work, and which we make precise in Section 2.2.3.

Let us finally mention that the application of shape-differentiation methods and spectral
asymptotics to the state optimization problem is the subject of an upcoming work [51].

Low-temperature spectral asymptotics for metastable stochastic processes. In
the low-temperature limit, methods from semi-classical analysis, potential theory and large
deviations have been successfully leveraged in previous works to address the problem of finding
quantitative spectral estimates for the dynamics (2.1) as well as the associated Dirichlet
eigenvalue problem on a fixed domain €2, see for instance [157, 61, 159, 225, 223, 100, 209, 224].
In particular, many efforts have been dedicated to rigorously derive precise asymptotics for

the principal eigenvalue:
B—00

M p(Q) "7 C(Q, B) e PO,

where E(2) is analogous to the activation energy in the Arrhenius law, and C(€, ) is a
pre-exponential factor whose expression generally depends on both the temperature and the
domain, but which can, under various sets of assumptions, be computed, at least to first order
in 8. Such results are known as Eyring—Kramers formulz, following first proposals concerning
the behavior of reaction rates [122] guided by chemical intuition, and early computations [198]
supported by physical modeling. Eyring—Kramers type results have, since the early 2000s, been
rigorously proven and generalized in the mathematical community, using tools from dynamical
systems, quantum theory, and stochastic processes. We refer to [33] for an overview.

The link with the classical Eyring—Kramers formula, which concerns the closely related
problem of computing asymptotics for the exit rate E,[rq]~! for some deterministic initial
condition € 2, requires some discussions. It is justified by the interpretation of 1/A; 3(£2) as a
metastable exit time, i.e. 1/ g(2) = [, Ez[rq]dv (see Proposition 2.2 below). The connection
can be made fully rigorous by exploiting exponential leveling results, see for instance [252].
In the context of deterministic initial conditions, let us mention that tools from the theory
of Freidlin and Wentzell (see [132]) relying on large deviations are capable of identifying the
activation energy E(2) under very general conditions, including non-reversible diffusions,
and these techniques have also been recently extended to a class of non-Markovian processes
(so-called self-interacting diffusions, see [5]).

Let us stress that our results are limited to the setting of the overdamped Langevin
dynamics (2.1), but various extensions to other dynamics would be of practical interest but are
not addressed in this work. For instance, extending the computation of quantitative spectral
asymptotics with absorbing boundaries to the case of the underdamped Langevin dynamics
(see [166, 167, 168, 55] for the case without boundary), or treating the case of non-reversible
diffusions with non-degenerate noise, as in [57, 205, 208, 212].

Because of the fact that energetic barriers contribute exponentially to the slowest timescales
in the small-noise limit 8 — oo, the literature has focused on the case where metastability
occurs in the presence of energetic barriers, and this is also the case for this work. However,
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entropic barriers are often relevant to applications, most notably in the context of cellular
biology, and recent works have started to tackle rigorously spectral asymptotics for the so-called
narrow escape problem, for systems in which the asymptotic parameter is not the temperature
but instead the size of a vanishing exit region for a Brownian motion in a confining spatial
domain (which corresponds to a purely entropic trapping mechanism). For rigorous results in
this direction, we cite [124] where coarse asymptotics of the spectrum of the Laplacian with
mixed Dirichlet—Neumann boundary conditions are given in the limit of a vanishing absorbing
region, as well [9, 227] where finer asymptotics of low-lying eigenvalues and normal derivatives
of the associated eigenmodes are derived, in a model two-dimensional situation.

We finally mention that the previous works [225, 100] have applied semiclassical techniques
to the Witten Laplacian, motivated by the numerical analysis of Arthur Voter’s accelerated
dynamics methods, respectively Hyperdynamics and Temperature Accelerated Dynamics.
In this work, we pursue this path, deriving useful results to analyze the third and last of
the accelerated dynamics methods of Voter, namely the Parallel Replica method, in the
low-temperature regime.

Contributions and outline. The purpose of this work is to extend previous results on
low-temperature spectral asymptotics for the dynamics (2.1) in the framework of temperature-
dependent Dirichlet boundary conditions. We develop a set of geometric assumptions on
these temperature-dependent boundaries which ensure that these asymptotics can be easily
computed. This allows to asymptotically optimize various functionals of the spectrum with
respect to the shape of the boundary, within a particular class of domains. We then identify
the first-order behavior of the spectrum (Theorem 2.16), extending to S-dependent Dirichlet
boundary conditions the so-called harmonic limit from the semi-classical analysis of the Witten
Laplacian. We finally generalize the Eyring—Kramers formula (Theorem 2.17) to the case of
temperature-dependent boundaries and a single-well domain, and obtain an explicit expression
for the prefactor.

This work is organized as follows. In Section 2.2, we introduce the necessary notation and
present our geometric framework. In Section 2.3, we state and discuss our main results. In
Section 2.4, we construct the harmonic approximation and prove the first spectral asymptotics.

We finally prove in Section 2.5 the modified Eyring—Kramers formula.

2.2 Setting and notation

In this section, we introduce various notation (see Section 2.2.1), define the QSD in Section 2.2.2,
and present in 2.2.3 the geometric framework which will be used throughout this work. In
Section 2.2.4, we motivate these assumptions, discuss their genericity and compare them with

previous related works.



86 2.2. Setting and notation

2.2.1 Notation

We introduce various notation and classical properties which will be used throughout this

work.

Temperature-dependent domains. The basic setting we work in, and the main novelty
compared to previous related works, is the presence of a temperature-dependent boundary. To
this end, we introduce a family of domains (Qg) g0 Which will be considered throughout this
work, and which we will always assume to be smooth, open and bounded. In fact, we make
the following stronger assumption.

Assumption 2.1. For all B > 0, the domain €z is a smooth open set, and there exists a
compact set I C R® such that
V5 >0, Qg C K. (HO)

We denote by oq, the signed Euclidean distance to the boundary of {2s:

d(z,003) for x € Qg,
oo, (@ :{ 7 7 (2.4)

—d(z,003) for z & Qg.

While the opposite sign is sometimes preferred in the definition of the signed distance, our
choice of convention is motivated by the identities AN B = (04 Aop) ' (RY),

AUB = (04 Vop) 1(R%) for two open sets A, B C R%. We denote the unit outward normal
at a point x € 9 by ng,(r) = —Vogq,(r).

Various other assumptions which will enter in the statement of our results are given in
Section 2.2.3.

Critical points of the potential. We assume throughout this work that the potential V is
a smooth Morse function over R?, meaning that at each point z such that VV(z) = 0, the
Hessian V2V (z) is non-degenerate. This condition implies in particular that critical points
of V are isolated, and are therefore finitely many inside . We also assume that V' is globally
bounded from below. We recall that the index of a critical point z € R? for V is the number
of negative eigenvalues of V2V (2):

Ind(z) = # [Spec(V2V (2)) N (~00,0)] .

For 0 < k < d, denote by N the number of critical points of index k located in K:
d
Ny =# {2 € K|VV(z) =0, Ind(z) = k}, N:=) N
k=0

Thus, V has N critical points in K, and, for instance, Ny local minima. Finally, we fix an
enumeration (z;)o<i<n of the critical points of V' in K, chosen so that (with the convention No+
+++4+ Ni_1 =0 for k£ =0):

{ZZ"NQ—F"'—FNk,l<i<N0+"'+Nk}={zEK:‘VV(Z)ZO,Ind(Z)Zk}.
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Such a finite enumeration is guaranteed to exist, owing to the Morse property of V' and the
compactness of . In particular, the local minima of V' in K are enumerated as 2o, ..., 2n,—1-

We also fix an eigendecomposition of the Hessian V2V at each critical point z;, letting
Spoe(V2V () = {0, - ) 25)
denote the spectrum of V2V at z;, with an associated orthonormal eigenbasis:

U9 = (o) - o)) eR™ diag(vf”, 1)) = UV (U, (2.6)

Since V' has the Morse property, V](-i) #0forall 1 <j<dand 0 <7< N. Let us also assume

that, in the case where Ind(z;) = 1, l/{i) < 0 is the unique negative eigenvalue of V2V (z;).

The orientation convention for the first eigenvector vy) is either fixed by the geometry of the
domains Qg (see Assumption (H2) below), or else plays no role in the analysis.

The eigenrotation induces a unitary transformation in L2, via:
(u@) f) (z) = f (U@Tx) , (u@* f) (z) = f (U@)x) : (2.7)

We will make repeated use of the following half-spaces associated with each critical point,
defined for 6 € (—o0, +00] by:

EW () = U [(~o00,0) x R4 (2.8)
d

Of course, one simply has E®)(+00) = R%.

For notational convenience, we also introduce the following local coordinates, adapted to

the quadratic behavior of V' near z;:
y (@) = U (@ = z) = (1" (2), 9V (2)) € R x R, (2.9)

Note that y® is a linear isometry, with Vyj(-i) = vj(-i) and V2y() = 0.

Gradient flow and invariant manifolds. We denote by (¢;)ier the flow associated with
the dynamics X'(t) = —VV(X(t)), which can be seen as the formal limit of the process (2.1)
as f — +oo. For 0 < i < N, we introduce the following sets:

WE(z) = {m e R4

i (o) = 2 . (2.10)

The stable manifold theorem (see [317, Section 9.2]) asserts that these sets are smooth
submanifolds with boundary. The manifold W (z;) is called the stable manifold and W~ (z;)
is called the unstable manifold. Moreover their tangent spaces at z; are given by

T, W) = Vet {uf?, 1< j <d: +)) >0},

so that Wt (z;) and W™ (z;) are of dimensions d — Ind(z;) and Ind(z;), respectively.
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For 0 < i < Ny, we alternatively denote
A(z) == WH(2), (2.11)

which we refer to as the basin of attraction for the critical point z;.

Weighted Sobolev spaces. Let us introduce the following Hilbert spaces, defined for an
open set Q C R¢ by

L%(QB) = {u measurable

2 — 2 —BV
HUHL%(Qﬁ) = /Qﬁu e’ <+Oo}a

HE () = {u € L3(Q5)] 0% € L3(p), Vol <k},

where 0% = 0g!...07¢ denotes the weak differentiation operator associated to a multi-
index @ = (a1,...,a4) € RL For the flat case (i.e. when V = 0), we simply write L2(Q3)
and H¥(Q3). As in the flat case, we let H§75(QB) denote the HE(QB)—norm closure of C2°(Q23).

Dirichlet realizations of the generator. The infinitesimal generator Lz of the evolution
semigroup associated with the dynamics (2.1) is formally defined by:

1
Yu € C°(RY),  —Lpu= —BAU +VV - Vu. (2.12)
A direct computation shows that —Lg is a symmetric positive operator on L%(]Rd), with
associated quadratic form:

1 _
(=Lsu, U>L§(Rd) = ﬂ/Rd ]Vu\ze v, (2.13)

This identity is the analytic formulation of the reversibility of the dynamics (2.1) with respect
to p.

For bounded open domains {23 C R? with Lipschitz boundary, we will still denote by Ls
the Dirichlet realization of the generator, defined as the Friedrichs extension (see [276]) of the
quadratic form (2.13) on C°(£2g). This is a self-adjoint operator, with domain

D(Lp) = Hy 5(Q3) N H3(Q3) C L3(Qp).

We will also consider the Dirichlet realization of the differential operator L5 on other domains
than €23, this will be made precise when needed.

The compact injection Hé’ 5(82p) — L%(Qﬁ) (which follows immediately from the Rellich—
Kondrachov theorem since V' is smooth and g is smooth and bounded) implies that —Lg
seen as an operator on L%(Qg) has a compact resolvent, so that its spectrum consists of
non-negative, isolated eigenvalues of finite multiplicity tending to +oo:

0<A15</\25<~-<)\N75N_>—°°>+oo,

) )
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where for k£ > 1, \; 3 denotes the k-th smallest eigenvalue counted with multiplicity. Further-
more, standard arguments (see [206]) show that the first eigenvalue is strictly positive and
non-degenerate, so that 0 < A\; g < A g, with an associated eigenmode ;5 > 0 on (2.

We also consider eigenmodes uy, g associated with A\; g with, for any integers 7,5 > 1, the

normalization convention:

/ ui gujge” 7V = 5.
Qg

When considering the Dirichlet realization of £z on a domain A C R? other than Qg, we
will explicitly denote the dependence of the eigenelements on A as follows: for all k,¢ > 1,

—Lguy,p(A) = A,s(A)ug,a(A), /A up, 5(A)ugs(A) eV = by

Witten Laplacian. It it sometimes convenient to change representations to a flat L2
setting, using the unitary map u +— e~ 2 u from L%(Qﬂ) to L?(Qs). The conjugated operator
associated to —Lg is proportional to the celebrated Witten Laplacian [340] acting on 0-forms
(or functions):

2
Hy=—fe 3 Loes = —A+Us, U= %WV\Q - gAV, (2.14)

with domain D(Hg) = Hi(Qs) N H%(Qg) C L*(25). The operator 3~2Hg closely resembles a
Schrodinger operator (with the semiclassical parameter h proportional to 1/3), and a potential
perturbed by an order A term. For convenience, we give the correspondence with the notation
commonly used in the semiclassical literature for the Witten Laplacian, following [157]:

B72Hg = AY) = —h2A+ |Vf2 — hAf, with h:=1/8 and f == V/2.
We finally denote by
Qﬁ(u) = <H5Ua u>L2(QB) = HV“H%Q(Qﬂ) + <U5u’u>L2(QB) )

the quadratic form associated with Hg, with form domain D(Qg) = H(Qp).

2.2.2 Quasi-stationary distributions and the Dirichlet spectrum

Given a subdomain 5 C R?, define the first exit time out of Q3 by
ro, = inf {t € Ry | X[ ¢ 5}
A QSD in Qg is a probability measure v satisfying:

Vi>0,YAEB(Q), P (X] €Al >t) =v(A).

In other words, the QSD is stationary for the process Xt'B conditioned on not being absorbed
at the boundary of Qg up to the time ¢. Under generic assumptions, v may also be defined by
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the Yaglom limit:

Voo € Qs v(A) = lim P (X[ € Ao, > ).

t—o00

Quasi-stationary distributions were initially introduced to study long-lived phases of populations
in the pre-extinction time regime. We refer to [245] for a review and examples on this topic,

as well as [84] for general background material on QSDs.

It happens that the QSD inside a smooth bounded domain g is directly related to the
spectrum of the Dirichlet realization of the infinitesimal generator (2.12). More precisely, the
following result, adapted from [206], holds.

Proposition 2.2 ([206]). Let (A g,u13) be the principal Dirichlet eigenpair of —Lg in Qg
(which is unique up to the sign of u1 g), i.e.

<—£BU>U>L§(QB

) 1 2 BV
Mg = Zf/|Vmﬂe5.
B Ja,

iln 5
u€H; 5(Q2p) HUHL%(QB)

Then the probability measure

/ulﬁe_ﬁv
A v(A)=2A

—BV
U ge

is the unique QSD for the process (2.1) on Qg. Moreover, the exit time T, S exponentially
distributed with rate Ay g when the initial conditions follow v, and is independent from the ewit

point:
Vo eLX@0), B [p(XE, ln o] =M |o(XE, )]

The Dirichlet spectrum also provides an upper bound on the relaxation timescale to the
QSD. Let us define the total variation distance between signed measures v, v’ € M(g) by

lv=Vrv = sup [v(A) —v/(A)].
AeB(Qp)

We have the following result, adapted again from [206].

Proposition 2.3 ([206]). Assume that the initial law py = Law(Xg) has an L%(QB) Radon—
Nikodym derivative with respect to e PV @ dz. Then there exist C1,Cy > 0 such that, for
allt >0,

Equation (2.15) states that the time-marginal of the process Xf , conditioned on remaining in

[Lawro [ X7 | 70, > ¢] - ”HTV < Cre~ Pzl (2.15)

< Coe~P2s= )t (9,16)
TV

TQs > t} — Law"” [(XEQB7TQB)

Law*© [(XTB%,TQB - t)

the domain during a positive time ¢ converges to the QSD exponentially fast, and Equation (2.16)
states an analogous result for the law of the exit event. The requirement on the initial condition
can be considerably weakened by using estimates on the heat semigroup for the diffusion

process (2.1), see for example [305].
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2.2.3 Geometric assumptions

We now discuss the geometric setting and basic assumptions which will be used in the remainder
of this work. When considering a Gaussian approximation of the Gibbs measure (2.2) around
a minimum of V, one finds that the covariance matrix scales as 37! when 8 — +o00. Thus, it
appears that the relevant scale to analyze the localization of low-temperature distributions
is ,6’7%. This heuristic is justified by analysis, and motivates the scaling with respect to 5 in

the following geometric hypothesis.

Assumption 2.4. The following limit is well-defined in R U {400} for each 0 <i < N:

a® — 61;111 \/Bagﬁ(zi) € (—o0, +00]. (H1)

Let 0 < i < N. We distinguish two regimes depending on the nature of o(?:

o If oY) = 400, we say that z; is far from the boundary.

o If & is finite, we say that z; is close to the boundary.

Remark 2.5. Note that (H1), excludes the case a® = —o00, so that critical points which are
far from the boundary but outside the domain do not appear. This is merely for convenience,
since the forthcoming analysis would be unaffected by the presence of such points. Notice in
particular that if z is a critical point of V' such that d(z,€3) > ¢ for some ¢ > 0 and all 8
sufficiently large, one may ignore it by considering K \ B(z, ¢) instead of K.

If a critical point z; € Q3 is far from the boundary, {2z contains a ball centered around z;

of radius much larger than B_%, namely of radius 0932(21-)' When z; is close to the boundary,

this is not the case. In order to make quantitative statements on the spectrum, we need to
constrain the local geometry of 9{13 around z;.

Assumption 2.6. There exist functions d,v : R}, — Ry such that the following holds for 3
large enough and each 0 < i < N:

)
) 222, (H2)
07 (B) € B(z,0(8)) N Qg € OF (B),

where we denote

Oii(ﬁ) =2z +

NG
B(0,6(8)) N EW (\/B iv(ﬁ))] ; (2.17)

recalling the definition (2.8) of the half-space.

In the case al¥) = 400, one has OF(8) = B(z;,d(8)), and so Assumption (H2) only
imposes B(z;,6(8)) C Q3. We schematically represent in Figure 2.1 the local geometry of 0§23
under Assumption (H2), in a case where z; is close to and inside the boundary.

Geometrically, the sets (2.17) correspond to hyperspherical caps centered around z; and cut
in the eigendirection UY) of V2V (2;). Thus, the condition (H2) fixes the orientation convention
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for vgi) in the case where z; is close to the boundary, namely that UY) always points outwards

from 0 (including when z; is outside the domain). The content of Assumption (H2) is
that the boundary can be approximated by a hyperplane normal to vgi), up to negligible
perturbations relative to B_%, in a local neighborhood of size §(3) around z;. Note that in the
case d = 1, Assumption (H2) is a direct consequence of Assumption (H1). Moreover, from
the boundedness (HO0), O; (8) C K and (/) is necessarily uniformly bounded with respect

to S under Assumption (H2).

Remark 2.7. We will sometimes need 6(f) to be sufficiently small so that various local ap-
proximations are sufficiently precise. This desideratum is not restrictive, as Assumption (H2)
remains valid upon reducing ¢ or augmenting ~ by a constant multiplicative factor. Conse-
quently, we will often assume at no cost to generality that ¢ is sufficiently small or that ~ is
sufficiently large for the purposes of the analysis.

Let us also note that since K contains only finitely many critical points, (H2) needs only to

be verified locally around each critical point in order to hold globally.

The second geometric assumption we make is more technical in nature and relates to the
scaling of the quantity § constraining the local geometry of the domains in (2.17). More
precisely, we will sometimes need /35(3) to grow sufficiently fast for the neighborhoods (2.17)
to contain the bulk of the support for various quasimodes.

The rather mild growth condition on /3d(3) we will require is the following.

Assumption 2.8. The following limit holds for any 0 <t < N:

) B
B—o00 log 8

= +o0. (H3)

We stress that (H3) forces in particular critical points which are far from 0€Qg to be sufficiently
far relatively to 1/+/8, namely further than v/log 3/v/3. Slower rates of divergence lie outside
the scope of our analysis. We summarize relevant length scales of Assumptions (H2), (H3) by
the following chain of scaling inequalities:

log 3
B

Assumptions (HO), (H1), (H2) and (H3) are assumed to hold for the remainder of this work.

Y(B) < B2 < < 8(8).

Additional assumptions in Theorem 2.17. For the purpose of deriving asymptotics for
the metastable exit time )‘1_,}3? we will restrict our setting to the case of domains containing
essentially a unique local minimum zy far from the boundary (see (EK1) below), which
moreover contains sufficiently large sublevel sets of V' (see (EK3) below). Let us make this
precise. Formally, we first assume the following.

Assumption 2.9. The point zy is the only local minimum of V in IKC which is far from the
boundary:
No

WV
—_

; al® = to0, V1<i<Ng, o' <+oo. (EK1)
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Figure 2.1: Local geometry of Q3 in the neighborhood of a critical point z; close to the boundary
and inside the domain Qg. The relevant length scales are () < BT < 5(P).

Note that the basin of attraction A(zp) (see Equation (2.11)) is a natural candidate for the
metastable state associated with the potential well around zy. It is also a convenient implicit
definition from a numerical perspective, since determining whether x belongs to A(zp) is as
simple as estimating the gradient flow ¢;(z) for a sufficiently long time. The definition Qg =
A(zp) is actually commonly used in accelerated MD, see [334]. However, in the context of the
ParRep algorithm (see [334]), this definition is not expected to be optimal, and one of the
motivations of this work is to rigorously show this and derive improved definitions for the

metastable well associated with an energy minimum.

Our analysis almost applies to this special case, with the slight caveat that A(zp) is typically
not a smooth domain, but is instead piecewise smooth (see the proof of Lemma 2.28 below).
However, the points at which the boundary 9.4(z) fails to be smooth are critical points
of V of index greater than 1, which are typically too high in energy to be visited by the
dynamics (2.1) in any reasonable amount of time. Thus, one can often circumvent this technical
obstacle by considering a local regularization of the boundary excluding higher index saddle
points from . In our geometric setting, this situation corresponds to the following parameter
values: No =1, N = Ny + Ny, a® = t+00 and o =0 for 1 <i < N.

It is shown in [100, 224] that when the domain coincides with the basin A(zp) (up to a
local regularization), the exit distribution starting from the QSD concentrates on the index 1
saddle points of lowest energy separating A(zg) from the basin of attraction of another local
minimum for V. These so-called separating saddle points will also play a distinguished role in
our analysis, as in [160, 157, 61, 209, 224].

Indeed, we relate the asymptotic behavior of the eigenvalues with local perturbations of the
domain near critical points, as formalized by the geometric assumptions (H1) and (H2). In
this context, the asymptotic behavior of the smallest eigenvalue will be especially sensitive to
the shape of the boundary near separating critical points with the lowest energy, which turn
out to be index 1 saddle points.

Let M(V) denote the set of local minima of V over R%, which is discrete since V is Morse.
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It is natural to introduce the following quantity

Vi = inf V(z), S(zo)zaA(zo)m( U 8A(m)), (2.18)
#€3(20) meMV )\ {z0}

so that V* —V/(2g) gives the height of the energy barrier separating zy from some other basin of
attraction for the steepest descent dynamics. The set S(zp) loosely coincides with 9.A(zg), up to
a submanifold consisting of the union of the stable manifolds for critical points separating .A(z)
from itself. We refer to [246, Theorem B.13] or the proof of Lemma 2.28 below for more

precision on this point. In particular, it holds that

S(z0) = 0 A(z0). (2.19)

We refer to Figure 2.2 for a schematic representation of the set S(zp) in a two-dimensional
setting. We will make the following boundedness assumption.

Assumption 2.10.
The set A(zg) N{V < V*} is bounded. (EK2)

In the case V* < 400 (which is of course the case of interest), a natural sufficient condition
to ensure (EK2) is to assume growth conditions on V' at infinity, which are standard in the
theoretical study of the stochastic process (2.1).

In turn, by the regularity of V', (EK2) implies that V* < +o00, and thus the set

Argmin V(z)

2€8(20)
is non-empty. In fact, by virtue of Lemma 2.28 below and the Morse property satisfied by V,
the infimum in (2.18) is attained at index 1 saddle points of V. Let us denote by I, the
indices associated with these low-energy saddle points, so that we may also write

Imin = Argmin V' (z;), V*= min V(z). (2.20)
1<i<Ny 1<i<Ny
ZiGS(ZO) Z;‘GS(,Z())

Notice that, for i € I such that a9 = 400, the orientation convention for vgi) has not
yet been fixed. However, since in this case z; € 0.A(z9) NI {Rd \ A(zo)}, the stable manifold
theorem implies that the outward normal n 4.,y (2i) to 0.A(20) is well-defined at z;, and is
furthermore a unit eigenvector of V2V (z;) for the negative eigenvalue z/y). We therefore

convene that in this case v%l) = D 4(z) (24)-

We require that the domains {13 contain a small energetic neighborhood of the principal
energy well A(zo) N{V < V*}.

Assumption 2.11. There exists Cy, By > 0 such that, for all 8 > By,

[Azo) 1 {V < V' +Cvé(8)’}|\ U Blz:,3(8)) € Q. (EK3)

’ieIrnitl
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Assumption (EK3) serves as a counterpart to (H2), mildly constraining the geometry
of 00z away from the low-energy saddle points. We schematize its meaning in Figure 2.3.

For technical reasons, we finally require that the quantity §(/3) appearing in Assumption (H2)
to be sufficiently small asymptotically, namely smaller than a positive constant eq(V, z9) > 0
depending only on V' and zp, whose expression is given in the proof of Proposition 2.30 (see
Section 2.5.1 below).

Assumption 2.12. There exists § > Po such that for all B > By,
5(6) < 50(V7 20)7 (EK4)

where £o(V, zo) is introduced in Proposition 2.30 below. Additionally, for each 0 < i < N, z; is
the unique critical point of V' in B(z;,2e0(V, 20)).

The role of this hypothesis is to ensure that V is sufficiently well approximated by its
second-order expansion on the §(/3) scale around each (z;);er,,.. Since (H2) only constrains
the geometry on the scale §(3), Assumption (EK4) is rather non-restrictive.

Remark 2.13. Let us note that, together with the regularity of {23, Assumption (EK3) may
force critical points which are low in energy to be far from the boundary, i.e. (¥ = +00. This
may occur when the set

X(z0) = {1<i<N|ze€dAlz)\S(z): V()< V*} (2.21)

is non-empty. Indeed, recall that 0.A4(zp) has Lebesgue measure 0 (see the proof of Lemma 2.29
below). It follows that for i € X(zg), there exists h > 0 such that almost all points in B(z;, h)
are contained in A(zp). If not, z; € A(m) for some local minimum m # 2o (since V' is bounded
from below), which is forbidden by the definitions of X (zy) and S(zp). By continuity, we may
assume that B(z;,h) C {V < V*} and h < g¢(V, 2p), so that, for sufficiently large 53, almost
all points in B(z;, h) are contained in Qg by Assumption (EK3) (because h < eo(V, z9) =
B(zi,h) NUser,.. B(zi,6(8)) = @ by Assumption (EK4)). Thus z; € Qg, but since Qg is a
smooth manifold with boundary, it must in fact hold that B(z;,h) C Qg. This obviously

implies o = +o0.

Note that, since minima lie in the interior of their basin of attraction, i > Ny for any ¢ € X(zp),
so that Assumption (EK3) can never lead to a situation in which Assumption (EK1) cannot
be verified. In Figure 2.2, we depict a situation in which X' (z9) # &.

2.2.4 Genericity of the assumptions and comparison with previous work

Let us briefly discuss how the assumptions listed in Sections 2.2.1 to 2.2.3 relate to previous
works on the spectral asymptotics of the Witten Laplacian. We stress that our choice of
geometric setting is heavily biased towards the optimization problem for (2.3) mentioned in
the introduction. A such, it would be possible to obtain Eyring—Kramers-type asymptotics in
more general settings, but for which the separation of timescales (2.3) would be asymptotically
smaller than those domains to which we restrict ourselves, and so we filter out many such
cases through our choice of geometric framework.
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Figure 2.2: Depiction of a basin A(zp) in dimension d = 2. In solid lines, the set S(zp) defined
in (2.18). The dotted line is the set d.A(zg) \ S(z0). The dashed line is the level set {V = V*}. There
are eleven critical points including the minimum zg, five index 1 saddle points z1, 29, 23, 24 and zs.
The point z; is a non-separating saddle point. The remaining points are index-2 saddle points (local
maxima). Here I, = {2,3,4}, and X(2) = {1}. Under (EK3), it holds o) = +c0. Note however
that one could even change the sets IC and €2 to have z5 ¢ K and hence not be considered as a critical
point.

Euclidean setting. First, we stress that our results are for the time being restricted to
the case of parameter dependent subsets of the Euclidean space R?, whereas many works
from the semiclassical literature [157, 207, 225, 209, 100] consider the more general setting of
Riemannian manifolds, with or without boundaries. The distinction is not entirely anecdotal,
since the presence of a metric introduces another technical difficulty, which is typically taken
care of by a suitable choice of local coordinates.

Since the natural counterpart of the main geometric assumption (H2) would most likely
involve expressing the asymptotic shape of the boundary in such a system of local coordinates,
this would lead to conditions which would be difficult to verify in practice. We avoid this
difficulty by considering for now the Euclidean case. However, extending the results to the
genuine Riemannian case would be of practical interest, since many atomistic trajectories
evolve on manifolds (a minima, flat tori), and would also allow to analyze the case of effective
metastable dynamics in free-energy wells, which involve multiplicative noise in the associated
diffusion process, see for instance the discussion in [346, Section 2.3].

On the choice of the local geometry. Assumption (H2) is of course restrictive, since it
states that the shape of the boundary may be roughly parametrized in the local neighborhood
of a critical point z; close to the boundary by a single scalar parameter (¥ If z; is far from the
boundary, there is no particular assumption on the local shape of the boundary, except that it
must be sufficiently far from z;, according to (H3). However, all works on spectral asymptotics
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Figure 2.3: Illustration of the hypothesis (EK3) around the basin depicted in Figure 2.2. In red,
the boundary of a domain satisfying the geometric constraint (H2) (at a fixed value of /), but
violating (EK3) is depicted. The boundary crosses the level set {V = V*}, and z* is therefore a
low-energy generalized saddle point (see Section 2.2.4 below) for this domain. The critical points zg
and z1¢ are assumed not to be in the englobing set K. The points zy, 21, 22 and z4 are far from the

boundary, while the others are close. Note that the orientation convention for v§4) is fixed by the
geometry of A(z).

of the Witten Laplacian dealing with boundary conditions impose geometric restrictions at
the boundary, either for technical reasons, or for the sake of obtaining analytical formulee. To
assess the restrictiveness of the condition (H2), and compare it to previous works, it is thus
helpful to consider the standard case 2z = €2 for all 8 > 0, where 2 C R? is a fixed smooth,
bounded and open domain. Let z; € Q be a critical point. We may ignore all critical points
in R?\ Q by considering K to be a sufficiently small closed neighborhood of Q in (H0). We
distinguish two cases.

1. If z; € Q, then oq(z;) > 0 and z; is thus far from the boundary. Then, (H2) and (H3)
hold locally without restriction by setting 6(3) = %, and vy(B) = 0 for all 5 > 0.

2. If z; € 092, then z; is close to the boundary with a® = 0. This is the case of critical
points on the boundary analyzed in [209, 224]. In [209], it is assumed that for each
z;i € 0SY such that Ind(z;) = 1, the outward normal ng(z;) is an eigenvector for the unique
negative eigenvalue of Hess V' (z;). As we show in Lemma 2.14 below, this requirement is
equivalent to (H2) in the case of a fixed domain for the order-one saddle points lying
on the boundary. In [224], for the purpose of obtaining finer estimates on the normal
derivative of low-lying eigenmodes, this condition is replaced with the much stronger
requirement that 9§ coincides with the stable manifold W7 (z;) in a neighborhood of z;.

Lemma 2.14. Let Q C R? be a smooth open domain, and set Qg = Q for all > 0.
Then (HO), (H1), (H2) and (H3) hold if and only if Q is bounded, and for each z; € Q such
that VV (z;) = 0, either z; € Q or ng(z;) = vy).
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Proof. Assume that (HO)—(H3) hold. Then (2 is bounded, according to (HO). We only need
to check the case of a critical point z; € 99, in which case a(® = 0. Since Q is smooth,
ng(z) = —Voq(zi) # 0. Let u € R? with |u| = 1 and uTUY) = 0. According to (H2),
for B > By such that ﬁ_% < 0(B) for all B8 > [y, the ball B(z; + [3_%% 2v(B)) intersects
both O; (8) € Q and B(z;,6(8)) \ O (B) C Q¢. It follows that d(z; + ﬂféu,ﬁQ) < 2v(P),
hence:

1
d(z; T2y, 080
[uTVoa(z)] < lim sup WEEE 200D 2 /By(8) =0
S—00 672 S—00
Since u was arbitrary orthogonal to vgi), and Voq(z;) # 0, uﬁ“ is collinear with the unit
outward normal ng = —Vogq, so that they are in fact equal, according to the orientation
convention imposed by (H2).

For the reverse implication, since  is bounded, (HO) holds with K = Q. For a critical
point z; € , (H1), (H2) hold locally with () = +00,§(3) = 0a(2)/2 and ~(8) = 0.

If z; € 99, (H1) holds locally with a(®) = 0, and by hypothesis ng(z;) = vy). We once again
rely on the smoothness of 92 to write the Taylor expansion

oa(zi + h) = 0a(z) + Voa(z)Th + Ri(h) = —hTol” + R;(h),

where there exists C;, hg; > 0 such that |R;(h)| < C;|h|? for all |h| < ho,;. Set §(3) =
BS_%, y(B) = B with 0 < 2s < t < % Then 9, satisfy the scaling assumptions of (H2)
and (H3). Recalling the definition of the capped balls (2.17), we have 0q(O; ) C [y(8) —

1

Ci6(B)?,+00) for 8 > hy;'?, and likewise oo(B(zi, 6% (8))\O;) C (o0, —y(8)+Cid(8)?]. It

1 1
is thus clear that the inclusion (H2) holds locally around z; for 8 > fy; = max{ha;l/z, S

Since V has finitely many critical points in €, the functions § and v satisfy by construction

the requirements of Assumption (H2) with £y := max Bo,i-
<<

O

Lemma 2.14 shows that our setting can be understood as a generalization of that of [209] in
the case of temperature-dependent domains in Euclidean space.

Remark 2.15. In the general case, the geometry of the boundary 923 may be quite degenerate
under (H2), even close to critical points, as no particular restrictions on 023 are imposed
in the strip Oj (B) \ O; (B), except for its smoothness at each 8 > 0. In particular, the
curvature at any point in the strip may diverge arbitrarily fast as § — oo, and it may happen
that z; € 98 for all 3 > 0 and some 0 < ¢ < N, but that ng, (z;) # ’UY) for any 5 > 0. In
this respect, our analysis goes beyond the standard setting used for example in [209].

On Assumptions (EK1) and (EK3). A phenomenon of interest in the semiclassical
approach to metastability is the interaction between potential wells, see [160, 102, 157, 61,
225, 224]. However, we consider here, as in [100], the case where the unique local minimum
of V in K which is far from the boundary is zy (we stress however that this minimum need
not be global nor unique on K, provided the other local minima are close to the boundary),



Chapter 2. Quantitative spectral asymptotics for reversible diffusions in
temperature-dependent domains. 99

and thus there is in some sense only one potential well. The motivation for concentrating on
this setting is the conclusion of Theorem 2.17 below, which shows that the modification to the
standard Eyring-Kramers formula arises when low-lying index 1 saddle points are close to the
boundary, which therefore prevents any interaction between energy wells separated by these

critical points.

Besides, from the perspective of the shape optimization problem mentioned in the intro-
duction, the more interesting situation occurs when both the first and second eigenvalues
are sensitive to the position of the boundary. In the context of MD, domains containing
multiple energy minima can be seen as energy superbasins, for which the relaxation timescale
is related to the crossing of energy barriers internal to the domain, and which will therefore
be insensitive to the position of the boundary. We believe however that the analysis can be
extended to handle the case of multiple energy wells, by adapting standard arguments (see for

instance [209]) to our temperature-dependent setting.

In the analysis of the Witten Laplacian with Dirichlet boundary [159, 225, 100, 209], the
interesting phenomenon of so-called generalized saddle points (which are not genuine critical
points) also plays a role. These are local minima 2 of V|sq, for which the normal derivative
of V' is positive, i.e. VV(2) -ng,(2z) > 0. In particular, such points are not critical points
of V, and can be seen informally as index-one saddle points for the extension of V' by —oco
outside of Qg. The role of Assumption (EK3) is to ensure that generalized saddle points are
sufficiently high in energy so that their contribution to the smallest eigenvalue is negligible,

and that the main contribution comes from intrinsic low-lying saddle points, indexed by Inin.

Since the definition of generalized saddle points depends on the geometry of 9€23 which
varies as § — oo, one way to analyze their contribution would be to place strong geometric
constraints on the domains, using analogs of Assumption (H2) and Proposition 2.36 in the 1/
scaling around a predetermined limiting geometry. However, we do not pursue this direction.
Besides, the contribution of non-critical generalized saddle points to the pre-exponential factor
is of order /(3 rather than 1 in the case of a usual saddle point (see for example [159]), while
they do not contribute to the harmonic spectrum. From the point of view of maximizing
the separation of timescales (2.3), it is therefore always asymptotically preferable to consider

domains 23 which do not contain generalized order 1 saddle points at the energy level V*.

2.3 Statement of the main results

We present in this section the main results of this work, giving the leading-order asymp-
totics of the eigenvalues of —Lg in the small temperature limit. The resulting formulas
are explicit in terms of easily computable functions, and give in particular quantitative es-
timates for crucial timescales related to the dynamics (2.1) conditioned on non-absorption
at the boundary, namely the metastable exit timescale /\1,5(95)*1, and the local relaxation
timescale (A2,5(Q25) — A1,5(€23)) . As noted in the introduction, this is of practical interest
for assessing the efficiency of acceleration methods in MD, such as ParRep [334, 268, 206]
and ParSplice [266], as well as providing quantitative estimates for the decorrelation time. To

estimate A3 3(€23), we make use of a harmonic approximation result (Theorem 2.16), which
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we state in Section 2.3.1. Under (EK1), the harmonic approximation shows that A; g — 0
in the limit 8 — oo, but without any estimate on the asymptotic rate of decay. To get
useful estimates of the separation of timescales (2.3), we therefore derive finer asymptotics
for A1 5(€23), extending the Eyring-Kramers formula (Theorem 2.17). This result is discussed
in Section 2.3.2. In Section 2.3.3, we briefly discuss the main implications of these two results
for the optimization of the efficiency of parallel replica methods from accelerated MD, with

respect to the definitions of the metastable states.

2.3.1 Harmonic approximation of the Dirichlet spectrum

We generalize the harmonic approximation of [303, 195] to the case of a homogeneous Dirichlet
conditions in a temperature-dependent domain, treating the case in which the asymptotic
geometry near critical points is prescribed by the assumptions of Section 2.2.3. More precisely,
we show the following result.

Theorem 2.16. Assume that (HO) (H1), (H2) and (H3) hold. For any k > 1, the following
limat holds:
li =\ 2.22
Jim Akp = A, (2.22)

where
_ (3)
o= (a )0<i<N (2.23)

where the o are defined in (H1) and )\I,ia is defined in (2.45), while A g is the k-th Dirichlet
eigenvalue of the operator (2.12) considered on L%(QB).

In the above, )\E,a denotes the k-th eigenvalue of some operator with a temperature-
independent spectrum defined in (2.44), the so-called harmonic approximation. The vec-
tor a € (—o0,+00]V = (a?)gcicn encodes the asymptotic distance to the boundary of
each critical points in the semiclassical scaling, where we recall Assumption (H1). Crucially,
the limiting eigenvalue )\Ik{’ ., can be expressed in terms of the eigenvalues of one-dimensional
harmonic oscillators on the real-half line, with homogeneous Dirichlet boundary conditions,

which makes their numerical approximation computationally feasible.

In fact, the proof Theorem 2.16 relies on the estimation of Dirichlet eigenvalues for the
operator Hg defined in (2.14), which grow linearly in 3 in the low-temperature limit (as
suggested by the conjugation (2.14)).

The proof of Theorem 2.16, which relies on the construction of approximate eigenvectors for
the Witten Laplacian, or so-called harmonic quasimodes, is given in Section 2.4.

In the case where there is only one minimum far from the boundary (i.e. (EK1) is satisfied),
then Al > 0, and Theorem 2.16 is sufficient to determine the leading-order asymptotic of the
second eigenvalue A\ 3. However, M= 0, and so a finer analysis is necessary to treat the first

eigenvalue.
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2.3.2 A modified Eyring—Kramers formula

The second main result provides exact asymptotics of the smallest eigenvalue A; g, up to a mul-
tiplicative factor converging to 1, under the additional assumptions discussed in Section 2.2.3.

Theorem 2.17. Assume that the hypotheses of Theorem 2.16 hold, as well as (EK1), (EK2), (EK3)
and (EK4). The following estimate holds in the limit 5 — +oo:

(4) 2

A\ 4 = e BV"=V(20)) ’V1' | det V2V (2) 1 i ’ 994
1,8 =¢€ Lgﬁ;n 27 (Ml)‘%a(i)) |det V2V ()] (14 €i(B)) ( )

where
B(z) = \/127 /m e T dt,  B(+o0) =1, (2.25)

™ J—00
and
-1 —2 () —
ei(B) = {O(ﬁ °6) )’71 5 1 “ : oo (2.26)
O(VBY(B) +B71(8) 2+ 872), al) < 4o0.

According to Proposition 2.2, Theorem 2.17 gives an asymptotic equivalent for the inverse
of the mean exit time of the dynamics (2.1) initially distributed according to the QSD in Q3.

Remark 2.18. By restricting oneself to the geometric setting in which the boundary is flat in
a positive neighborhood of each (z;)er,.,, (that is y(8) = 0 and 6(8) = n in (H2) for some
small n > 0), one recovers the optimal error terms

-1 (i) —
ei(B) = O(ﬂfl)j @ T
OB 2), a® < 400,

in accordance with the analysis performed in [209]. On the other hand, aiming for maximum
geometric flexibility, Assumptions (H2) and (H3) only imply that, in the limit 5 — oo,

VBr(B) =o(1),  B71(8)* = O(llog ),

and thus the remainder (2.26) is O(|log 3|~!) in the case a(¥) = 400, and not quantitative in
the case (¥ < +o0.

Remark 2.19. The modification with respect to the Eyring—Kramers formula obtained in
the boundaryless case in [160, 61, 157] and in the case with boundary in [159, 209] concerns
the prefactor which depends on the asymptotic distances of the low-lying saddle points to the
boundary. Let us fix a family of domains (2t);c(—1,1) and i € Iiin such that oq,(2;) = at for
all =1 <t < 1, i.e. the boundary crosses z; in such a way that the geometry of the boundary is
prescribed by (H2) (say with a9 (t) = at\/B, §(8) = € > 0 and () = 0) for some large 3. One
can informally see Theorem 2.17 as an analysis of the transition in the pre-exponential factor
of A1 g(€) as the saddle point crosses the boundary. Assuming for simplicity that Imin = {i},
writing Ay g(Q) = C(t)e V" =V(2)) "and formally substituting a(?)(¢) in (2.24), Theorem 2.17
suggests that

C(t) ~ | det V2V (2)
2P (|V§i)\%at\/ﬁ) |det V2V (z)]
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We stress this is only a formal interpretation, since the remainder term (2.26) depends non-
uniformly on ¢. The prefactor is halved as t goes from 0 to 1, with a sharp transition occurring

1
on the scale (myy)\)ii. This is in accordance with the probabilistic interpretation of Ay g,
since half of the trajectories of the dynamics (2.1) which reach z; are expected to return to a
small neighborhood of zy before transitioning to another potential well. On the other hand,
the asymptotic estimate, in the limit x — —oo,

14+ O(le|?) _22

O(z) = BN e 2 (2.27)

suggests again that

~ (i),3 detV V( ) 5(V*—l|l/(i>\a2—V(zo))
Ap(oa) ~ a5 )l [det V2V ()] o '

Although the case a¥ = —co is not covered in this work (we nevertheless expect that our
setting can be extended to handle this case as well), we note that this heuristic is in agreement
with the results of [159]. Indeed, writing z*(a) = 2 — avgi), for small a, this approximation
corresponds to

K . det V2V(z0) gz (a)-V(x0))
)\175(9_1) i \/;’VV(Z (a))‘d det v%ﬂilv(z*(a))e )

where V%Q,l denotes the Hessian on the submanifold 9€2_;. This corresponds to the standard

asymptotic behavior in the case where z*(a) € 0€2_; is a so-called generalized saddle point
(see for instance [159, 209]).

The proof of Theorem 2.17, which relies on the construction of accurate quasimodes for the
principal Dirichlet eigenvector inspired by [209], and a modified Laplace method (Proposi-
tion 2.36), is performed in Section 2.5.

Before proving Theorems 2.16 and 2.17, we briefly and informally discuss some implications
of these results for the problem of maximizing the timescale separation (2.3).

2.3.3 Practical implications of the asymptotic analysis.

In this section, we briefly and informally highlight the key implications of our results for the
selection of metastable states and the estimation of associated timescales in MD simulations.
For this purpose, we assume in this section that Assumptions (HO)-(H3) and (EK1)-(EK4)

are satisfied.

Theorems 2.16 and 2.17 give asymptotic equivalents for the metastable exit rate A\; g and the
convergence rate Ay 3 — A1 g to the QSD inside g (also known as the decorrelation rate). In the
small temperature regime, \; g converges exponentially fast to zero, and Ay g is asymptotically
bounded from below. Explicitly, we obtain from the statement of Theorem 2.17 and the proof
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of Theorem 2.16 (see Equation (2.47) in Section 2.4.3 below) that

i) 2
B0 _B(V*—V(x 17 det V2V (z)
Aig ~ e VTV Z 21') 1. det V2V (z) |’
el 2P <]V1 \20[(%)) |det (2i)]
" (2.28)
foo . L0 @], @y @y
A28 min 12%1 v; ,1r<r111<nN ‘1/1 wi(a') 9 + 22;(1 ‘I/J ’]lyj@)<0 )

where Mi(a(i)) is the principal eigenvalue of the canonical harmonic oscillator —% (83 — x2)

acting on the spatial domain (—oo,oz(i)\/ |V§i)‘ / 2) with homogeneous Dirichlet boundary

conditions. Both these quantities can therefore be easily computed in practice, given the
knowledge of all the critical points of V inside K and the eigenvalues of the Hessian V2V at
these points. The formulas (2.28) provide insight into how to tune acceleration methods such
as ParRep in the limit of small temperature.

Harmonic approximation of the decorrelation time. A key choice in ParRep-like
algorithms is the selection of a decorrelation time associated to a domain Qg (which here we
take for the sake of generality to be temperature-dependent). Heuristically, Proposition 2.2
suggests that a natural decorrelation time is given by ncorr/(A2,3 — A1,8), where neorr > 0
is a tolerance hyperparameter of our choosing. This choice is common in materials science,
and \g g is then usually further approximated by modelling the basin of attraction A(zg) as a
harmonic potential well, see for iIlSt(aI)lCe [268, Section 2.10]. In our setting, this corresponds
0

to the approximation Ay g ~ 1r<1rlj£1d v; . The formula (2.28) shows that this approximation is
NYAS

however not valid in general (even in the case {23 = A(2g)), but that it is possible to get a
valid approximation by taking into account the eigenvalues of harmonic oscillators at the other
critical points.

Optimization of the asymptotic timescale separation (2.3) with respect to (a(i))id K
The formulas (2.28) also provide insight into the problem of maximizing the separationmgf
timescales (A2 3 — A1,8)/A1 3 with respect to the shape of the domain. Equivalently, we aim
to maximize Ap g/A1 3. As mentioned in the introduction, this optimization problem can be
addressed using numerical methods, at least in cases where low-dimensional representations of
the system can be used, see [51]. Here we focus on the optimization in the semiclassical limit.
Obviously, there is a caveat in the fact that our geometric assumptions (see Section 2.2.3)
restrict the class of domains with respect to which we optimize, and our results only give
asymptotically optimal prescriptions in the limit 3 — oo for the choice of (a())o<icn. We can

nevertheless make some observations.

Note firstly that the ratio Ay 3/A1 g diverges at an exponential rate which is independent of
the parameter « in the limit 5 — co. However, the prefactor e_ﬁ(v*_v(m))\gﬁ/)\lﬂ converges
to a finite limit, which is a function of «, and thus it is in fact this quantity that we wish

to maximize. Second, the parameters are set to 400 by our geometric

)
1€{0}UX(20)
assumptions, where we recall the definition (2.21) of the set X(zp). Next, each critical point z;
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with 1 < ¢ < N contributes a lowest eigenvalue

)\i(a(i)) = )uy)

. (@) ,
pila® =+ 3 e
2<j !

<j<d

to the harmonic spectrum. These last two facts imply that there is an upper bound on the
asymptotics of Ay g, with respect to (a));cz, .., namely

¢(29) = min {fgjigd V§O)7ien)§i(l,zlo) )\i(—i-oo)}

. . 0 . j
= min ¢ min I/](» ), min Z ‘l/j(-z)‘]ly(i)w > 0.
1<5<d 1€X(20) 1<j<d J

In many cases, the set X(zp) is empty, and so £(zp) is in this case simply given by the
smallest eigenvalue of the Hessian V2V (zp) at the minimum. If, for i € Iy, it holds
that \;(4+00) = \vii)| > l(z9) (i.e. when the unstable mode at the saddle point is sharp
enough), then the choice a’ = 400 is in fact optimal, since it maximally decreases the
asymptotic behavior of A\ g without affecting that of Ay 3. If for one or more z; with i € I, it
holds that \;(+00) < £(2p), then there is a genuine optimization problem, but which typically

involves a small number of parameters.

In the latter case, there exists indeed an optimal value (a(i)*) . € (—oo, —i—oo]'ll“i“'. To
1Clmin

see this, we rely on the Gaussian tail estimate (2.27) and Lemma 2.22 to show that, as a(?)
tends to —oo, the value A\;(a(?) will eventually become larger than £(z), whereas the prefactor
for A1 g will tend to 4+-00. This implies that any maximizing sequence of parameters is bounded
from below by some C' > —oo in each of its components. We endow (—o0, +00] with the one-
point compactified topology at +oo. In this topology, the claim then follows from compactness
of [C, +oo]minl | the continuity at +oo of ® (defined in (2.25)) and of the principal Dirichlet
eigenvalue p; of the harmonic oscillator (which follows from (2.36) in Lemma 2.22).

Optimization with respect to the other parameters. The remaining tunable parameters
are those not corresponding to low-lying separating saddle points. These are given by the vector
of parameters P(a) = (a(i), i ¢ {0} UX(20)U Imin>. Indeed for i € {0} U X(z2p), it necessarily
holds that a(? = +o00 (see Remark 2.13 above), and the case i € Iy, is treated in the previous
paragraph. Noticing that the asymptotic behavior of Aj 4 is only a function of (a?);cz ., it
follows that the asymptotic optimization problem reduces to a maximization of limg_,., A2 g
with respect to the parameter P(«). By domain monotonicity (see Proposition 2.33), all the
quantities \;(a(?)) are decreasing functions of o). In particular, the components of P(a) may
be sent to —oo without affecting the asymptotic prefactor efﬁ(v**V(ZO)))\gﬁ/)\lﬂ.

One option is to entirely disregard the corresponding critical points by not including them
in K from the start. This reduces the problem to that of finding an asymptotically optimal
perturbation of the set A(zg) N {V < V*}.

However, in general, many values of P(«) will yield asymptotically optimal parameters. We
now describe a full optimization procedure using the following steps.
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o First, solve the optimization problem with respect to (a(i))ie L » following the procedure
described in the previous paragraph, and neglecting the contribution of critical points
which are not low energy separating saddle points. In other words, find

1€ min

aj. €  Argmax @ .
a€(700,+oo]|1min‘ Z ’Vll| det VQV(ZO)

e 2r® (|y§“y%a(i)) |det V2V (2;)]

min {E(Zo)y min )\i(a(i))}

For each optimum aj == (aD*);cr . there exists an associated optimal harmonic

eigenvalue

A(af ) =min {Z(zo), H}in )\i(a(i)*)}.
min i€ min
o Then, any value of oY € P(a) for which \;(a(?) is larger than A7 . ) is optimal. In
other words, the structure of the set of optimal parameters with respect to P(«) is
particularly simple: it is simply the Cartesian product

H (—o0, 4], where A\ (V%) = Ao, . ).
1Z{0}UX (20)UImin

The full set of optimal o can be deduced by taking a union over the set of optimizers aj _ .

For a system which is reasonably isotropic (in the sense that the V](-i)

of magnitude), it is sensible to expect that for many saddle points z; such that o) € P(a),

do not span many orders

any ol* € (=00, +00] is optimal, particularly if Ind(z;) > 1. For such points, the asymptotic
separation of timescales is insensitive at leading order to the choice of a(?).

The effect of other minima. In the particular case that z; is a local minimum (i.e.
1 < i < Np), it holds from the second item in Lemma 2.22 that lim );(a?) = 0, and

ald) 5400
thus a(®* is finite. This indicates that, in the low-temperature regime, the separation of

timescales ultimately degrades when moving from a domain containing one minimum far
from the boundary (such as a neighborhood of A(zp)) to one containing several, such as an
energy superbasin. This suggests the existence of a locally optimal domain around A(z),
which is indeed observed numerically in [51]. This observation also motivates a posteriori the
choice of Assumption (EK1), which restricts the class of considered domains to the vicinity

of A(z0) N {V < V*}.

2.4 Proof of Theorem 2.16

In this section, we perform the construction of the harmonic approximation to the Witten
Laplacian (2.44), and give the proof of Theorem 2.16. The construction relies on the definition
of local models for the Witten Laplacian Hg defined in (2.14), and a family of approximate
eigenmodes, or quasimodes, thereof. These quasimodes correspond in fact to exact eigenmodes
of the harmonic approximation, or of a carefully chosen realization thereof, pointwise multiplied
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by a smooth cutoff function to localize the analysis. The harmonic approximation itself is
obtained by considering a direct sum of local models around each critical point z;, which are
quantum harmonic oscillators supplemented with appropriate Dirichlet boundary conditions,
depending on the value of the limit a(”) € (—o0, +00].

In Section 2.4.1, we define formally the local models serving in the construction of the
harmonic approximation, before discussing in Section 2.4.2 their Dirichlet realization and
obtaining the required properties of their spectral decomposition. In Section 2.4.3, we define
the global harmonic approximation and the associated harmonic quasimodes in Section 2.4.4,
obtaining also crucial localization estimates. In Section 2.4.5, we derive a key technical result
related to the construction of an extended domain with a precise control on the shape of the

boundary near critical points, and finally prove Theorem 2.16 in Section 2.4.6.

2.4.1 Local harmonic models

The potential part of Hg = —A + Ug, given by Ug = % (BQw — ﬁAV) is, at dominant
order in (8, comprised of wells centered around the critical points of V', which become steeper
as 3 — 0o0. The purpose of the harmonic approximation is to approximate Hg using independent
local models consisting of shifted harmonic oscillators centered around each one of these wells,
with frequencies prescribed by the eigenvalues of the Hessian V2V at z;. This very simple
approximation is sufficient to estimate the first-order behavior of the bottom of the spectrum
of —L B+

Introduce
. 1 1 171 1 2 1 2
G) _ to2 (1t 2 A B 1 /(2 N_ (o2 )
20 =2V (4vvy )(zl) =3 {QD VIV 2 (v2v) } () = 5 (V2V)" (z0).
We define local harmonic approximations to Hg around each critical point as

5 .

Héi) = A+ — 28D (z—2z) -8 (2.29)

Remark 2.20. The operators H [(;) have a natural interpretation in terms of the original

)

stochastic dynamics (2.1). Indeed, a direct computation shows that f~'H g is formally

conjugate (up to an additive constant) to
(1) 1 2
—Ly =—=A+2TVV(z)V,

under the change of representation u — e_BV<i)/2u(zi+') to the flat L? coordinates, where V¥ (z)
is the local harmonic approximation to V, namely V& (z) = V(2;) + xT%x. Hence, E(ﬁi)
may be seen as the generator of a diffusion of the form (2.1), in which the potential has been
replaced by its harmonic approximation around z;, so that the resulting stochastic process is a

generalized Ornstein—Uhlenbeck process. We stress that this interpretation is merely formal,

() BV (z)

as the operator EB is typically not well-behaved, since the measure e~ dz is not even

finite if ¢ > Ny, due to the presence of repulsive modes in the harmonic approximation.
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We then define the shifted harmonic oscillators:

KO — A+ 2Dy A‘;(Z)
where D® denotes the diagonal matrix D) = diag (yj(-i)2/4> o By dilation Dy f(z) =
j: EARAS)

)‘d/2f()‘$)a translation Ty f(x) = f(z—b) and rotation Ll(i), where we recall the notation (2.7), a
direct computation shows that the Dirichlet realization of H /(;) on L*(Qp) is unitarily equivalent
to that of BK on L2(v/BUWT(Qp — z)):

(@) _ (i) )\ 7 (5)*
Hy) = T.,D /U (8D )u D, ST (2.30)

This is precisely the construction performed in [195] on L?(R%), up to our choice of conjugat-
ing H ,éi) by U to simplify the explicit form of tensorized eigenmodes. We next proceed in
Section 2.4.2 to compute the eigendecomposition for a family of self-adjoint realizations of the
harmonic oscillators K®), corresponding to specific Dirichlet boundary conditions in which the
boundary is a hyperplane transverse to the eigendirection ng‘) whenever a9 < +o00. These
operators in turn will serve as local approximations of Hg around each critical point, allowing

the construction of approximate low-temperature quasimodes for Hg.

Before this, we recall standard results concerning the full one-dimensional harmonic oscillator,
see for instance [318], and introduce some notation. The operator % (=02 + x?) considered
on L%(R), the canonical oscillator, which we denote by £, is self-adjoint as the Friedrich
extension of a positive quadratic form. We denote, for k£ € N,

1 2
Vk,o0(T) = ——==€"2 Hy(x), Hy(z) = exzﬁl; e’ (2.31)

NCNG

where Hj, is the k-th Hermite polynomial. The function vy o is the k-th eigenstate of o,
with .
ﬁoovk,oo = Mk ,00Vk,005 Moo = k+ 5

The full harmonic oscillator will serve, as in [195, Chapter 11], as the base operator to construct
local models for Hg associated with critical points which are far from the boundary, and
will also be useful to capture the behavior of modes transverse to the first eigendirection of
the Hessian for critical points which are close to the boundary. For the first eigendirection,
however, we need to use another model, which is a harmonic oscillator with a Dirichlet boundary
condition on the asymptotic hyperplane z; + OE(a(i) /v/B). In fact, to handle the possibly
irregular nature of d{23 in the vicinity of critical points which are close to the boundary, we

need to define these Dirichlet oscillators for a range of boundary conditions.

2.4.2 Dirichlet oscillators

In this section, we introduce the appropriate Dirichlet realizations for the harmonic oscillator,
which serve as the basis for the construction of local models for Hg around critical points
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which are close to the boundary. We consider the following dense subspace of L?(R ):
D(%o) = {f :2*f € L*(R}), f € C'(RY), f' € AC(RY), f” € LA(RY), £(0) =0}

We first recall classical properties of the Dirichlet harmonic half-oscillator (see for instance [276,

Chapter X.1] or [32, Section 5.1.2] for a closely related construction): the symmetric operator

1
Ho = 5(—8:% +2?)

with domain D(S%o) is essentially self-adjoint. Its closure, denoted by ¢, has a complete family
of eigenfunctions which are given explicitly by the odd states of the full harmonic oscillator:

3
$oV2k41,00 = (% + 2) V2k+1,00 ke N.

The family (\/§U2k+17oo)k20 is an orthonormal eigenbasis for £, where the factor v/2 enforces
normalization in L?(Ry). Furthermore, ) has compact resolvent, with D() C Hg(R.).
Our aim is to make precise, for 8 € R, the spectrum of a self-adjoint realization of the canonical
oscillator %(—3:% + x2) with Dirichlet boundary conditions on [—#, +-00). Specifically, we show
that the spectrum is well-defined, purely discrete, and depends continuously on the position of
the boundary 6. To this end, we use analytic perturbation theory, noticing that by translation,
the spectral properties of the operator

~ 1 ~ ~
Hy = 5(—ag% +2?),  D($H) =T_¢D(H)

can be deduced from those of the conjugate operator

2

~ 1 0
To$HoT g = 5(—83 + x2) — Oz + bR (2.32)

with domain D(;’)vo). Since the constant % only shifts the spectrum by an analytic function
of 6, it is sufficient to study the operator

(’39 = 5:30 — Ozx.
We show the following result.

Lemma 2.21. The operator Q~59 is essentially self-adjoint, and its closure &y has compact

resolvent. For any k > 0, the normalized eigenpairs (fixg,Vkg) € R x L?(Ry) are defined by

SUk,0 = ik, 0Vk,0, 5k001 720,y = 1. (2.33)

furthermore, the eigenpairs (pyg,0kg) can be chosen to be holomorphic functions of 6. Their
enumeration convention is fixed by the condition that Uy o is an eigenstate of the half-harmonic

oscillator: vy o = \/§v2k+1,oo.

Proof. We check that 0z is 50-bounded with relative bound 0. In the following, norms and
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inner products are for L%(0,00). For ¢ € C°([0,+o0)) and any M > 0, we compute:

10z = 6%(z¢, o)
< 292 <50Q07 QO>
a2y s e
< M2 + 10wl
using Cauchy—Schwarz and Young inequalities in the last line. It follows that

] |15
[0zl < 1610l + 7 ||Boe

, (2.34)

and the claim follows by taking M — oo.

Since fx is 50-b0unded with relative bound 0, by the Kato—Rellich theorem (see for in-
stance [318, Theorem 6.4]), the operator &y = o + 0z is essentially self-adjoint on D(£),
and its unique self-adjoint extension has domain D(®y) = D(£) C Hi(R,) independently
of 8. We denote by &y the closure of Gg. A straightforward consequence of the relative
bound (2.34) (which extends to the closures of the operators at play) and the compactness of
the resolvent of §)g is that, for fixed # € R and Im X # 0, the resolvent (&g — \)~! is a compact
operator. Hence &y also has a compact resolvent, and therefore purely discrete a spectrum.
Since this spectrum is manifestly bounded from below, it consists of isolated eigenvalues of
finite multiplicity tending to +oo. Standard results of perturbation theory (see [192, Chapter
VII]) apply. In particular, we get from (2.34) and [192, Theorems VII.2.6 and VIL.3.9] that &g
defines a self-adjoint holomorphic family of type (A) for § € R, and that there exists, for
every k € N, holomorphic functions of 6 fi g, Uy ¢ satisfying (2.33). O

Let us denote by $g the self-adjoint operator on L?([—#, +00)) obtained by translating back
and appropriately shifting the spectrum by 62 /2 (recalling (2.32)):
2

0
o :=T_9G¢Ty + 5

We compute its eigenpairs jix 9 = firg + %, and vy g = T_g0y g, satisfying the relation:

NoVk,o = Lk,6VE.0,

where (v 0)ken is a dense orthonormal family in L?([—6, +00)). Moreover, the enumeration of
these eigenpairs is fixed by the convention chosen for the harmonic half-oscillator, namely:

3

V0 = V202141, pro = 2k + o

and the eigenvalues (i1, 9 depend holomorphically, hence continuously, on 6.

We provide the following estimates on the principal eigenvalue 1 in the regimes 6 — +oo,
which are useful for the application of our results to asymptotic shape optimization (see
Section 2.3.3).



110 2.4. Proof of Theorem 2.16

Lemma 2.22. It holds

92
Hoo = 5 + (’)(|9\2/3) in the limit 8 — —o0, (2.35)
4 i =t (2.36)
and i poo = o = 5 '

Proof. By unitary transformation, we equivalently estimate the principal Dirichlet eigenvalue
of $y on L?(—6, +00).

Let us show (2.35). Note first that, since 22 /2 is bounded from below by 62 /2 on (—6, +00), it
clearly holds that j9 s > 62 /2, so there is a trivial lower bound. The proof of the estimate 2.35
given below does not rely on a variational argument, but rather on a connection with the
asymptotics of Hermite polynomials. Let, for any n > 1, (,, = 0 be the largest root of the n-th
Hermite polynomial H,,, where we recall the definition (2.31) of the eigenmodes for the full
harmonic oscillator ). Then, it holds that po ¢, =n+ % Indeed, the restriction of the n-th
eigenfunction wy o to the nodal domain ((,,+00) is a signed eigenfunction of $_., , with
eigenvalue wy, oo = n + % By standard arguments, it must in fact be a principal eigenfunction.
Indeed, if v minimizes the quadratic form, so does |u|, hence there exist a signed principal
eigenfunction. If v is an eigenfunction for some higher eigenvalue, it may therefore not be
signed without violating the orthogonality condition.

From the domain monotonicity property of Dirichlet eigenvalues (see Proposition 2.33), it
holds for —(,+1 < 6 < —(,, that n+ % Z Mog 2N+ % Therefore, n(0) + % > pop = () + %,
where n(f) =max{n>1: 0 < —(,}.

In [311, Theorem 6.32], Szegd gives the estimate ¢, = v/2n + 1 + O(n~/9), from which we
get
2n(0)(1 + o(1)) = || and 62/C < n(8) < CH? for some C' > 0. Using Szegd’s estimate once

again,
V20(0) + 1+ 0(8171%) < 16] < \/2n(0) + 3+ O(0] 1),

from which n(0) = % + O(|6)*/3) and the final estimate (2.35) easily follows.

We now show (2.36). The domain monotonicity principle yields the lower bound g >
10,00 = % Let us show an asymptotic upper bound. We introduce xg : R — R a C*° cutoff
function such that

L—o41,400) S X0 < L(—0,100)>

and denote by Xy = (/1 — xj. We may choose Xy such that ||0zxo|l Lo (r) |2Xpll Loo®) < C
for some C' > 0 independent of §. This may be enforced simply by setting xgs = xo(- + ) for a

suitably chosen xo.

22

Consider the trial quasimode ug = xgv0,00 € D($g), Where v () = 714~ is defined
in (2.31). It first holds that

1= HUU,OOH%?(R) = ||U0||%2(R) + ||Y9“O,oo||%2(u@)7

using x2 + X3 = 1. Then, since g < 1(—oo,—6+1), We obtain H%UQOOH%Q(R) =0 (e_(9_1)2> =
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O (e*92/2) as § — 400 by a Gaussian tail bound. Hence, HUGH%Z)(,Q too) = HuaH%Q(R) =
1+ O(e=?/2).

The IMS localization formula (see [303, 195]) then gives

1

3= (900,00, Uo,oo>L2(R)

2

1
= <57)ooU97 U0>L2(R) + <5500Y9U07007Y9U0,00>L2(R) - 5 H\/(a:cXG)Q + (&vYé‘)ZUO,oo L®) .

Since supp 9. Xg, supp 9:xg C (—0, —0 4+ 1) and these derivatives are uniformly bounded in 6,

2
it holds that ‘ \/(%XQ)2 + (%YQ)QUO,OO
L2(R)

= O(e7%"/2) by the same Gaussian estimate.

Finally,
_ _ Lo 2 |- 2 —62/3
<~600X0U0,00,X0U0,00>L2(R) = §Haz(X9@0,oo)”L2(R) + 5”96'X9?10,00HL2(R) =0(e )

using again supp d:Xy C (—0,—0 + 1), Xp < L(_o0,—+1) and ||3xY9||%oo(R) < C. The loss of
a multiplicative constant in the exponent is due to the absorption of the % term from the

potential.
It follows that

oo < <550ug,1;9>L2(_9,+oo) _ <f)ooU9,?;9>L2(R) 1 (1 +O(e*92/3)),
||u9HL2(_97+oo) ||u9||L2(]R) 2

and (2.36) follows upon taking the limsup as § — +oo on both sides of this inequality. O

Note that the strategies to show (2.35) and (2.36) can easily be adapted to treat the
asymptotics of higher eigenvalues p ¢ of the Dirichlet oscillators §)g, using respectively
estimates on the k-th largest root of the Hermite polynomials, and the trial family of quasi-
modes {X¢V0,00, - - - X0Uk,oo}- We now construct the local harmonic oscillators entering in
the harmonic approximation to the Witten Laplacian (2.14), by considering tensorized eigen-
modes of one-dimensional oscillators. As many notations are used, we provide for convenience

Table 2.1, which summarizes the notations used for the various operators at play.

(4)

One-dimensional case. In view of the change of variables z = |V12 |4 which is such
()2 .
that A—a2 — 92 = [\ |1 (22 — 92), we denote, for k > 0 and 6 € R U {+oc},
D _ 0 v
Ko™ = 17IRD o 1390 2D 0 -3 B = =5

where Ru(x) = u(—z) denotes the reflection operator, which accounts for the orientation

convention chosen for ’UY). The spectrum of K(Si) is explicit in terms of the py g, with the



112 2.4. Proof of Theorem 2.16

following expressions for the eigenpairs:

1
i)\ 1
() oy = (]
wkﬂ(“’”)_( 2 ) R
()

It is immediate, from the construction performed above, that (wkie)k>0 forms a complete

[N

|V(i)’ ; ; V(i)

orthonormal eigenbasis for the Dirichlet realization of the oscillator Kgi) on L%((—o00,6)),
hence Kéz) is self-adjoint with
D(K) C H} (—,0).

Multidimensional case. The higher dimensional case is obtained by considering a separable
Schrodinger operator acting on the first coordinate as a one-dimensional Dirichlet oscillator,
and on the (d — 1) transverse coordinates as full one-dimensional (scaled) harmonic oscillators.
More precisely, we define K éi) as the closure of the essentially self-adjoint operator (see e.g. [276,
Chapter X] for background on self-adjoint extensions)

(i .
hvl B0 oy D19 oD |u§“/2—lR} o

2

d
(i) - AV(z)
—1—; |:|Uj |D|V§i)/2|%5OODV;i)/2—%:|j ® I — 5

where we define, given d Hilbert spaces (H;);=1,..4 and an unbounded operator A on #;, the
operator A; ® I; acting on ®§l:1 H; via

ALi(i® - ®f)=H0 - Rf10Afifi1® & fa

We naturally identify K(Si) with a self-adjoint operator on L?((—o0,6) x R41). Its eigende-

composition is explicit, and enumerated by n = (ny,...,nq) € N¢:
(@) (@) : (4) Z5
)\n,ﬁ = wnlﬁ + Z |Vj |/J’nj,00 - JT )
=2

2.38

() o o [ v 2
z/171,9(%) = wn1,9($1) H ]T Unj,00 ]2 € g
j=2

It is often more convenient to enumerate the spectrum of K éi) with integers instead. Here we
slightly abuse notation, and again write the spectrum

Spec(Ke(i)) = ()\(i)

nﬁ)@l (2.39)

in a non-decreasing sequence of eigenvalues. The indexing convention used will be clear from
the context.
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Operator Spatial domain Figenstates Figenvalues
(=07 +a?) (=6, +00) U0 4,0
K, d=1,0 € RU {400} (—00,0) wiy k>0 Wi k>0
K d>20eRU{+00} | (—00,6) x RI-! Yy, k€ N or N* A, k€ N or N*
H{), 0 € RU{+oc} it EO <\%> W0 k=1 k> 1
HY,, a € (RU{+o00})" JE [z +E® (jﬁﬂ Ul = V55 e B> 1| BN, = BAIE,, k> 1

Table 2.1: Notations used in the definition of the harmonic approximation

When the need arises, we will consider @bq(i)e as an element of L?(R%) by extending it by
zero outside of (—o0,6) x R¥~1. A crucial tool in our analysis is the following pointwise decay

estimate for these harmonic Dirichlet eigenmodes.

Lemma 2.23. For anyn € N%, § € (—o0,00] and 0 < i < N, there exists a constant Cing >0
such that the following inequality holds for every x € R%:

||

[$p(@)] < Cinge T (240)

Proof. The proof relies on a probabilistic estimate obtained in [67], and a reflection argument.

We consider the following anti-symmetrization of the eigenmode 1/Jn)0

D) = (1) Loy — U (107) Loy >0,

where 1g(x) = (20 — 1, ..., x4) denotes the reflection with respect to the {x; = 6} hyperplane.
Then, it is easy to check that {/;7(; )9 is also an eigenmode (for the same eigenvalue /\7(;)9) of the
Schrodinger operator associated with the symmetrized potential:

EY = -2+ WO, WO(x) = W (2)1y,<p + WD (192) Lo, 0,
where W (z) = 2T¥®z. Note that there exist ¢ > 0 and a compact set B C R? such that
W® >elz]?,  VzeR?\B, (2.41)

owing to the strict positivity of £ (recalling that z; is a non-degenerate critical point). We

consider K’ (@)

0.sym 1O be the self-adjoint operator obtained by the Friedrichs extension of the

(4)

lower-bounded quadratic form associated with K, o - Then, it immediately follows from [67,
Proposition 3.1] and the lower bound (2.41) that the pointwise estimate (2.40) holds for 1;7(57)9 and

some constant C; , 9 > 0. The proof is concluded, in view of the inequality |¢7(:)9(£U)‘ < ]Jff)e(:vﬂ
for all z € R, O
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2.4.3 Global harmonic approximation

We now define global harmonic approximations to Hg defined in (2.14). Because of the geomet-
ric flexibility afforded by Assumption (H2), we will in fact use this harmonic approximation
for a variety of Dirichlet boundary conditions. Each of these boundary conditions will be
encoded with a vector of extended real numbers o/ = (a})o<ij<n € (—00,00]V. In this context,
a distinguished role is played by o/ = a, where we recall the definition (2.23). Its components
correspond to the asymptotic signed distance of each critical point to the boundary, on the
scale 5_%, in view of Assumption (H1).

For general o/, we define local oscillators H (i,)o/ from the definition KC(Z,) (in the d-dimensional

(4)

case) using the unitary equivalence (2.30). In particular, the domain of H,

, is given by

. ol
D(HS),) = T.,D "D (KL)) c Hy {z +E0 (O‘)] . (2.42)

o \/B

We denote, for n € N¢,
i a (3 i
i o (@) = B10Y, (VBUDT (2 - 2)), (2.43)

the eigenmode of ng)/ with the eigenvalue 5)‘55)0/. associated with 771)7(:)&, under this correspon-
1 K2 k2 (Z)

dence. Notice that we introduce a prefactor § in the definition of the eigenvalues of H" ,,
which is related to the fact that L3 is unitarily equivalent to —Hpg/f3, see (2.14). Note the 3 g

factor in (2.43), which accounts for L? normalization.

The global approximation is formed by a direct sum of these local oscillators:

N-1 N-1

Hi =P HgfL; ., DpHEE)=T] ’D(Hg)a;), (2.44)
=0 =0

hence the harmonic spectrum is given by

Spec(Hga,) = {ﬂ)\s,)a< }0<i<N :
‘ neNd

Let us specify the convention we use to enumerate the various spectra at play. First, we

enumerate the spectrum of K (i/)

./ in non-decreasing order, according to the convention (2.39),

i

with corresponding eigenmodes (1#7(7?,&),,@1. We then enumerate the full harmonic spectrum in

non-decreasing order, by defining two integer-valued sequences
(nj)jz=1 € (N, (ij)j21 €{0,..., N =1},

defined by the condition that the j-th largest eigenvalue of HE, counted with multiplicity, is
given by
H _ ()
BA, = fmn;%, (2.45)
where we first defer to the ordering on {0, ..., N—1} and then to the ordering on each Spec(K (i,))

(e
2
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to resolve ambiguities due to degenerate eigenvalues. We note that this choice is arbitrary,
since the ordering convention plays no particular part in the analysis. For convenience, we
also define, for each 0 < ¢ < N, the function which gives for a n > 1 the number of states with

energy lower than AE’O‘, and localized around z;:
‘ﬁz(n):#{lgjgnzjzz}

To lighten the notation, we have omitted to include the dependence of N;, i; and n; in &/,
which will be clear from the context. We also note the following equalities, valid by definition

for any n > 1:

N-1
A= i D =M Y M= (240
X g X ? i=0

In particular, an expression for the second eigenvalue of the harmonic approximation is

available.

Remark 2.24. In the case where the bottom eigenvalue is associated to a local minimum 2,
ie. No(1) =1, Mi(1) =0 for 0 < i < N, then it holds

Lag” gciaN 00

/\g{a/ = min {)\(0),, min_ A" } .

In the particular case o, = +00, this gives, using the expression (2.38) and g = 1/2,

d
i 0 e () (i)

)\H = min min I/(. min w + Y11 :

2 1<5<d 7 o<i<N 0 ]z_; i | v <o
o (2.47)
7

= min min v. min |V ; g — L 4 UL
1<j<d 7 ’o<z'<N| ! ‘“k,e(|u§>|/z)2 2 jZ_;I i V<o (-

using equation (2.37) in the last line.

Finally, we note that the analyticity of the map o — pj, obtained for all k& € N in
Lemma 2.21 implies the continuity of the mapping o' )\fi o for any n > 1.

2.4.4 Construction of harmonic quasimodes and associated localization
estimates

Approximate eigenmodes of Hg may be obtained by localizing the eigenmodes of the harmonic

approximation around the corresponding critical point, in such a way that the Dirichlet

boundary conditions in Qg are met. We consider, for # € R U {+00}, so-called quasimodes of
the form o

o X5

B0

=0 , (2.48)
”X(ﬂ)wé’,)nﬁHLQ(Qﬁ)
where 1/1,?,)71,9 is a harmonic mode of H g};, defined in (2.43) multiplied by the cutoff function X(gi)a

and normalized in L?(Q5). The role of xff) is to localize the quasimode in the vicinity of z;.
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To this effect, we fix a reference C2°(R) cutoff function y such that

We furthermore require that

; [
— [4/1— XQ} < ~o00. 2.50
H dz L*(R) (2.50)
Let us next define the localized cutoff function:
x5 @) = x (3(8) e — =) - (2.51)

Recalling that /B3d(3) B 400, we have that supp X(g) is contained in a ball around z;

(@) .

whose radius is large with respect to ﬁ, while supp Vx 5 s contained in a hyperspherical

shell around z;:

supp Xy’ C B(z;,0(8)),  supp V' C B(z:,8(8))\ B (z ;m)) : (2.52)

In fact we will assume in the proof of the Theorem 2.16 that (H2) is satisfied with §(3) < B3
(this comes at no cost of generality), so that the support of xg) is localized around z;. We
have the bounds

s

_ = 19°x]l8(8) 7, (2.53)

; |
for any multi-index p € N¢, and thus H@pxg)Hm =0 (65 )
We stress that, assuming that [ is large enough for (H2) to hold, although X(ﬁi) does not

necessarily vanish on 895 when a(?) < 400, we still have 1% ko € H{(Qp) (the form domain
of Qp) provided 8 < o — /By () and for § large enough.

The following result records some crucial localization estimates.

Lemma 2.25. We consider, forn € N%, eigenvectors ¢5 .0 ofHﬁ ¢ normalized in L? (zz + EU (9)>

=

extended by 0 in L>(RY), and define the associated quasimodes l%,n,g according to (2.48). Then,
for any n,m € N%, there exists By > 0 and constants M; n0, M;pme > 0, independent of 3
such that the following estimates hold for any 8 > fg.

1) —ﬁf,(iﬁﬁ
(1 =57) ¥ e = © (e ) | (2:54)
() (i) .
‘<¢ﬂ,n,€7 wﬁ’m’9>L2(Rd) - 5nm‘ =0 (e l’n’m’9> 5 (255)
(i) (i)y .. (3) ffé&
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If the scaling (H3) holds, the upper bounds decay superpolynomially in 3.

Proof. We begin by proving (2.54). Changing coordinates with y = \/BU®T(z — z;), we get,
in view of (2.43),

=000y = L @0 (5035 0] b aw

)
< ) (y)2d
/R o) Wi (y)? dy

i1~
s e “ino ds,

< ‘Sd_llcz?n 0

’ /1f5(5

o[ )

where we used respectively the lower bound in (2.49) and the pointwise exponential decay

estimate (2.40) to obtain the first and second inequalities. Applying, for ¢ > 1, a standard

Gaussian tail bound

o0 2 o0 2 2
e /2ds<t_1/ se 5 /2ds < e t/?
t t

yields the desired bound (2.54) for 3 sufficiently large, since /33(3) — +o0, and where we
set Mz’,n,é‘ = 201',”,9.

Unless otherwise specified, the norms and inner products in the remainder of the proof are
on L2(RY). To show (2.55), we first note that, since ||¢B nGH =1land 0 < (l) < 1, a triangle
inequality gives

0< men@ < Ja-xw .
so that ,
N e e R B

for 3 sufficiently large, where we use (2.54) to obtain the final inequality.

For convenience, we write wg)n 0 = Un, 7/15 mo = = Yy, and Xg) = x. Then,

(XWXt = (s Ym) = 2 s (L = X)) + (s (1 = X)%W0m ) -

Thus, by Cauchy—Schwarz inequalities, and using the orthonormality of ,, and ,,, we obtain:

|<X¢n,X¢m> - nm‘ 2”¢n””(1 - )me + HwnH”(l - ) me 3”(1 - )mea

since (1 — x)? < (1 — x). It follows by symmetry that

| (X, X¥m) = Onml| < 5 (11 = x)8onll + 11 = X)ml]) - (2.58)

N W

Denoting by Jn = XwnHXd]nH_l and Jm = X¢m||X¢m||_1, we obtain

[ (B ) = S| < 10 XW0m) = Sl + |1 = (bl Il ™ | |othms Xt
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and it follows from (2.57), (2.58) that

[(Bns P ) = Sum| = O (1(1 = )%l + 11 = )bl
in the limit 3 — oco. The estimate (2.54) then implies (2.55) with M; ,, ¢ = max{M; , g, M; m 0}

For (2.56), we start with an algebraic computation for a Schrodinger operator H = —A +V
with domain D(H) C H'(R?), two eigenstates u, v with respective eigenvalues Ay, Ay, and 1 €
C?(R?) with uniformly bounded derivatives. Using the relation

H(nu) =nHu — 2Vn - Vu —uln = A\ynu — 2Vn - Vu — uln,
we get by integrating against nv,
(Hu, o) = A, (u,n’v) = (u, (nAn) v) = 2 (Vu, (nVn) v).

Thus, by symmetry and an integration by parts,

/\—|—>\v2

(H, o) = (s =) v) = 5 (Vfurl, V)
= (B R o).

Applying (2.59) to H = H[gl)e withn =1— Xg), we get, noting that the function )“‘T*’\“nQ +

|Vn|? is supported in Sg) =R\ B (zl, VBB )) and using (2.53), that there exists a
constant C}, ,,, > 0 such that

By a Cauchy—Schwarz inequality, it follows that

D/ (RY)x D(RY) (2.50)

An + Am i i
S =X V(= )P

Cn m
< 45
Leomd)  0(B)?

(D@~ XD, (1= XD, )] <

( ) L2 (sé”) Hw/(;,)m,e HLz (Séi)) ;

and identical arguments as the ones leading to (2.54) give

_ 285(8)2
I\/I’L n,m,0 ,

Hwﬁ n 6HL2 (Sé”) ‘Wﬁ,m 6HL2 (S(z ) =0 (e
which implies (2.56) upon using the scaling §(5) > B3, O

The following lemma, adapting [195, Equations 11.5-7] to the Dirichlet context, justifies the
@

local approximation of Hg by Hy" around z; to the order S.

Lemma 2.26. Fiz 0 <i < N, u € L*(Qg), and assume that §(3) < 587% for some 0 < s < ¢
n (H2). For any 6§ € (—o0,+00], the operator Hz — H/g,)g extends to a bounded operator
n L2(Qg), and there exist C > 0 and By > 0 independent of 6 such that, for all B > By, the
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following estimate holds:

1

| = HGX |, < OB 2 ull 2, = 0B)IIxS ullr2(a,)-

L2(Qp)

Proof. Since Hg — H g) is a multiplication operator by a smooth function over a bounded
domain, it is bounded in L2(Qﬁ), and we therefore only need to control the L*-norm of the
difference in the potential parts

Us —,82(m—zi)TE(i)(m—zi)+ﬁ 5

on g Nsupp Xg) C B(zi,0(B)). We estimate separately the two contributions

p

T 2
B? (Wv()' - 5(AV(2) = AV (z)).

1 — (= 2)T20 (2 — zl)>

Using a second-order Taylor expansion around z;, there exist 5y > 0 and C'; > 0 depending

only on V' and ¢ such that, for all 5 > Sy and every = € supp Xg),

3

< Olr — 22 < p¥2.

VV ()] T5a(i
‘4 — (2 —2)T8D(z — )

For the Laplacian term, since V' is C*° and AV is thus locally Lipschitz, we have, for 8 large
enough, and for some constant Cy > 0,

IAV(z) — AV(2)] < Calz — 2| < CoB* 2.
By gathering these estimates and setting C' = max{C1, Cs},

| (Hs = HY ) ‘

1 el i
3 U < Cmax{ﬁ3s+2,5 +2}||XE3)“HL2(Q@)’

L2(Qp)

which yields the desired bound. Note that ﬁgﬁ% = 0(B) since 0 < s < ¢. O

2.4.5 Local perturbations of the boundary

In both the proofs of the harmonic approximation (Theorem 2.16) and of the modified
Eyring—Kramers formula (Theorem 2.17), we make use of the following technical result, which
guarantees the existence of local extensions and contractions of the domains {23, whose geometry
around each critical point close to the boundary is precisely that of a half-space. More precisely,
the existence of such an extension is used in the proof of Theorem 2.16 to obtain a lower
bound on the spectrum, using a domain monotonicity result (see Proposition 2.33 below). In
the proof of Theorem 2.17, both the extension and contraction are used to provide asymptotic
bounds on the principal eigenvalue. Besides, the construction of approximate eigenmodes is
greatly simplified on these perturbed domains.

Proposition 2.27. Let (23)p=0 be a family of smooth domains satisfying (H2), and let p be
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a non-negative function such that

V() < p(B) = o(8(B))- (2.60)

Then, there exists By > 0, and for each § > By, bounded, smooth, open domains Qép with

0-

J’_
gp Sl EQ

B,p?

such that

B <zi, ;5(@) N Q;E’p = (Zm ;&5)) N

zi+ E® (O\‘/(; - p(ﬁ)ﬂ (2.61)

for all 0 < i < N for which z; is close to the boundary (i.e. al) < +00).

The proof of Proposition 2.27 is given in Appendix 2.A below.

2.4.6 Conclusion of the proof of Theorem 2.16

We conclude this section by giving the proof of the harmonic approximation in the case of a
temperature-dependent boundary, which shows that the first-order asymptotics of any given
eigenvalue at the bottom of the spectrum of Hg is given by the corresponding eigenvalue
of Hg ., defined in the limit 5 — co. The proof extends the results of [195, 303] to the case
of moving Dirichlet boundary conditions, allowing the computation of first-order spectral
asymptotics for eigenstates localized (in the Witten representation) around critical points
which are close to the boundary. To show (2.22), we study the eigenvalues of the Witten
Laplacian (2.14), since these are equal to those of —L3 up to a factor of . The (standard)
strategy we follow is to construct approximate eigenvectors for Hg, which (roughly speaking)
consist of eigenvectors of each of the local oscillators nglm,
points z; by appropriate cutoff functions. The main technical novelty compared to previous

localized around the critical

works, besides the construction of critical harmonic models performed in Section 2.4.2, is the
technique used to ensure that the quasimodes belong to the form domain of the Dirichlet
Witten Laplacian on €)g, relying namely on Proposition 2.27, rather than on the fact that the
domain is locally diffeomorphic to a half-space, as in [159] and [224].

Once we have constructed valid quasimodes, we obtain coarse estimates similar to those
of [195, 303], at the level of the quadratic form and Courant—Fischer variational principles,
allowing to compute the limit spectrum of Lz as § — o0, explicitly in terms of the spectra of
the Dirichlet oscillators of Section 2.4.2. The constant 5y > 0 will be increased a finite number
of times in the following proof, without changing notation.

Proof of Theorem 2.16. Without loss of generality, we assume in this proof that () < BS_%
in (H2) for some 0 < s < %, so that the assumptions of Lemma 2.25 are satisfied.
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Step 1: Upper bound on \; g

The proof of the upper bound proceeds in two steps. First, we choose an appropriate
realization of the harmonic approximation (2.44) so that the associated quasimodes are in
the form domain H&(QB). The second step is essentially identical to the analysis performed
in [195, Theorem 11.1], given the localization estimates of Lemma 2.25. We include it for the
sake of completeness.

Step la: Perturbation of the local oscillators.

We fix k£ > 1. We construct families of quasimodes {1, ..., ¢} for Hg associated to the first k
harmonic eigenvalues ﬁ)\lffa, e ,B)\I,i o Recall Table 2.1 for notation used in the definition of
the harmonic approximation. The functions ¢; are of the general form (2.48). We must however
be careful with the choice of realization for the formal operator H gj ) defined in (2.29), to
ensure that the quasimodes are in the form domain of Hg. In fact we need, for each 0 < ¢ < N,
to distinguish between two cases:

a) If z; is far from the boundary, then by Assumption (H2), X(ﬁi) is supported inside {13, and

thus the associated quasimodes are indeed in H{(23) (and indeed in the domain of Lg).

b) If z; is close to the boundary, then by the third condition in Assumption (H2), O; () C
B(z;,6(8)) N Qg for 5 large enough. In this case, the construction presented below yields
again a quasimode in H}(2g).

Let 0 <i < N, and 0 < h < o). Then, Assumption (H2) implies that there exists Sy > 0
such that, for all 5 > By, we have the inclusion:

L) —
2%+ EY <a h)] CO; (B) € Q.

B(z;,6(8)) N 73

Defining the vector

h,— _ i
o™ = (o) — R ,0) < 400 )0<i<N5

we consider the perturbed harmonic approximation corresponding to the operator H ,(Iai,ahv—’
)

as defined in (2.44). By construction, for all 5 > [y, eigenmodes ng ) n_ of ng

ng,x ah7 ’
) &g . K&y,
J 5 15

are

) (i)
supported in z; + EU3) (C”\/B_h) as noted in (2.42), and it follows that the associated

quasimode Jgj) n.—, as defined by (2.48), belongs to H&((’)i; (B)) C H}(Qp).
My

Step 1b: Energy upper bound.

The aim of this step is to show the upper bound for all k& > 1:
lim Apg < A, (2.62)
B—oo ’

For a fixed k > 1, we consider the quasimodes

gojzvz(ij) for 1 <j<k.

,Bn-a}.l’_
31y ij
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Note that (¢;)1<j<x span a k-dimensional subspace of H{(3), since the Gram matrix

(<80j7 <Pj’>L2(Qﬂ)> 1<4,4' <k

is quasi-unitary, i.e. can be written in the form I + o(1) as § — oco. Indeed, since the ¢; are
normalized in L?(Qg), it suffices to check that the off-diagonal entries of the Gram matrix
vanish in this limit. Fixing 1 < j,j" < k, this is clear for i; # i;/, since the corresponding

(i) ()

test functions Xs' Xg have disjoint supports. If i; = ij, the statement is an immediate
consequence of the quasi-orthogonality estimate (2.55).

By the Min-Max Courant—Fischer principle, it suffices to show that

VUGSpaH{%}lgjgm Qp(u) < (ﬂ)\kah, +o(B ))HUH%%QB)? (2.63)

to conclude

Tm A\ g <A, .
53{)10 kB k

h,
,Q

h—0 h—0

Since the map h +— AH is continuous and o/~ === «, and therefore )\I,;I I )\E o

kol
the latter inequality nnphes (2.62).

Let us prove (2.63). Unless otherwise specified, in Step 1, norms and inner products

are on L2(Q5) For a fixed 1 < j < k, first consider u = (ZJ ngn oh— € Span{e;}.
Recall that H () h— ngn ahe = ﬁ/\sj )ah J,bgjn) ohi—- FOr convenience we drop the indices and

’ z

superscripts in the following computation, so that v = v, with Hy = SAy. By our choice
H H
of (¢j)i1<j<k, we have A € {/\ b }1<j<k, and s0 A < A7 -

Qp(u) = (Hpu,u) = (Hu,u) + ((Hg — H)u, u) ,

and since [((Hg — H)u,u)| < Cj7a’h635+%||u|]2 = 0(B)||ul|* for some constant Cj,p, > 0 by
Lemma 2.26, the only remaining task is to estimate the first term. Expanding the quadratic
form, we get:

(Hx, x) = (Hy, ¢) = 2(H1p, (1 = x)¢) + (H(1 = x)9, (1 = x)¢)
= B I? = 2 (H, (1= x)9) + (H(1 = x)¥, (1 = X)) (2.64)
< BAul? + OB = x)vll) + (H (1L = )¢, (1= x)¥),

where we used a Cauchy—Schwarz inequality and the estimate (see (2.54))

1 11% = llull® + 2 (u, (1 = x)9) + 11 = )2]1* = [lul* + O(lI(1 = )% ).

We next use the localization estimates given in Lemma 2.25 to control the two rightmost
terms in the last line of (2.64). Here, we make crucial use of the hypothesis (H3), which
gives the superpolynomial decay of the bound (2.54), implying that 5||(1 — x)v¢| = o(f),
and similarly (H(1 — x), (1 — x)¥) = o(3), using (2.56). Finally, (2.55) implies that ||u||? =
14 0(B), so that we may write Qg(u) < |lul[?(BA + o(B)). Since A < )\k n., this implies the
upper bound (2.63) for this particular choice of u, and thus for any u € Span{gpj}, as we now
show.
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For u = Z?:l gj¢; € Span{y;}1<j<k, in view of the previous estimate, it is enough to show
that the cross terms

939 <H boh @i s@j'>
Yj

are small whenever i; = i; with j # j/, since the terms for which ¢; # i; vanish for § large

enough as the corresponding cutoff functions have disjoint supports. To check that the non-

zero terms decay superpolynomially in 5, we denote, for convenience Hgix)h =H, x= ng ),
) ’Lj

ij (ijr)
and ¢ = ¢g,ﬂn)j,o<h»—’ P = wﬁfkj/’ah’_, so that ¢; = x¢/Z, ¢y = x{'/Z', where Z,Z" are

normalizing constants ensuring that the quasimodes have unit L?*(2g)-norm. With this

notation,

(Hxp, x¢') = (Hp,9)") — (H, (1 = x)¢") = (H(1 = x)v,¢') + (H(L = x)¢, (1 = x)v')
= (Hp, ) = A, (1 =2)¢") = N (1 = )%, ¢') + (H (1 = x)¢, (1 = x)¢")
=0+ o)l
where we used again Cauchy-Schwarz inequalities and the superpolynomial decay of the
estimates (2.54) and (2.56) under (H3), as well as the orthogonality relation (i,¢") = 0.

Since Z,Z" = 1+ o(pB) by (2.55), it follows that (2.63) holds, which concludes the proof
of (2.62).

Step 2: Lower bound on ;3

We show the lower bound in (2.22), namely that for all k > 1,

lim Agg > Ap,. (2.65)
B—o0
As in the proof of the upper bound, we proceed in two steps. The first step is to construct an
appropriate extension of the domain {13 around critical points which are close to the boundary,
relying on Proposition 2.27. The second step is similar to what is done in related proofs
of [303, 195] in the boundaryless case, and we include it for completeness.

Step 2a: Perturbation of the domain.

Our analysis requires to consider, in addition to perturbed harmonic eigenvalues, a perturbed
domain Qg which contains €3, parametrized by some small i > 0. We construct Qg to be
smooth and bounded, so that the Dirichlet realization of Hg in Qg is self-adjoint on LQ(QE),
with compact resolvent and form domain H&(Qg) This domain is constructed by a direct
application of Proposition 2.27 with p(8) = ﬁ, that is,

oh=qF .

B.h/\/B
Crucially, it satisfies the inclusion (2.61), which corresponds to the requirement that, locally
around each z; close to the boundary, 89% coincides precisely with a hyperplane located at
a distance B_% (a(i) + h) away from the saddle in the direction vgi), and normal to the same
vector. In the remainder of the proof, norms and inner products are by default on L? (Qg)



124 2.4. Proof of Theorem 2.16

We denote by /\27 5= )\kﬁ(Qg) its k-th eigenvalue, which is positive with finite multiplicity,
and by H /}il the Dirichlet realization of Hg on Q. with Qg its associated quadratic form. By
the comparison principle given in Proposition 2.33, it holds that A 5(Q3) > /\k,B(Qg), and so
it is sufficient to prove (2.65) with A\ g = )\Zﬁ.

Step 2b: Energy lower bound.

From now on, a/»* denotes the vector (oz(i) + h1 )« 100 )o<i<N, and @;, for 1 < j <k —1 are
k — 1 harmonic quasimodes, associated with the Dirichlet harmonic approximation Hgah, .-
However, due to the construction performed in the previous step, one must slightly adjust the
definition (2.48), and more precisely the support of the cutoff function. For this, we set:
(1), (i)
s wﬁmj,agﬂr
=—— 2 1<j<k-1
(1 ) X X )
[

anj ’O‘ij

Pj

where ng) (r —z) = X(Bi)(2(l‘ — 2;)). By construction, each ¢; is supported in B(z;, 6(8)),

and thus belongs to H&(Qg), by the inclusion (2.61) and the fact that ngn) ot has support
IRl 17
. (i) .
inz; + E3) (aj\/gh) whenever al%) < 4+00. We note that this choice of quasimodes amounts

to rescaling 6(/) by a factor %, and consequently has no impact on the superpolynomial decay
of the estimates of Lemma 2.25, nor on the conclusion of Lemma 2.26, which we will use freely
in the remainder of the proof, upon replacing X(ﬁl) by ng), Qg by Qg and Hg by Hg As in
Step 1b, for 3 large enough, the ¢; span a (k — 1)-dimensional subspace of LQ(QE).

This time, we rely on the Courant—Fischer principle in its Max-Min form: it suffices to show
that, for any u € H&(Qg) N Span{y; 12 j<k—1, the following inequality holds:

QB(u) = (BN yrs +0(8)) [lul®.

This will indeed imply:

lim Ag > lim AR g > A s
B—o0 B—o0

and the desired lower bound (2.65) follows by continuity of the harmonic eigenvalues with

respect to the boundary position o/, taking the limit ~ — 0. Hence, let u € H&(Qg) be

orthogonal to ¢; for every 1 < j < k — 1. The IMS localization formula (see for instance [195,

Chapter 3]) gives:

2
, (2.66)

Q5 = 3 @ (1)) — Juon)
1=0

with néN) = \/192 — Zi]\!ol Uéi)2~ We first estimate, for 0 < ¢ < N, the terms

Qf (TIS)U) - <H§L@,+ng)umg)U> = <(H§ - ngm+)77g)u,77§)“> = o(B)|lull?,

using Lemma 2.26. On the other hand, the assumption that u is LZ(Qg)—orthogonal to
the ¢; for 1 < j < k — 1 implies, for all 0 <4 < N and all 1 < n < (k- 1), that ng)u
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is L? [zi + E® (O‘(\i}gh> -orthogonal to 1/15) n+- Here, we made crucial use of the prop-
ST, 0
erty (2.61) of the extended domain. Furthermore, ng)u is in the form domain of the self-adjoint

(@)

operator H B

n.+, and thus the Courant—Fischer principle implies:

&y

(B oy > 000l > BNl

where we used the identity (2.46). The crude L> bound (2.53) implies, since §(8)~* = o (v/B),
112
that Hang) = o(B)|lul|>. At this point, we have shown that

N-1

@ (") - |

N-1
> BN gt Y In ull” + o(8)|lull
i=0 =0

We are left with the following term in (2.66):

() — o
Note that, since
) i (15 (. L
supprg | C R\ [ B (2, 50(8) )
i=0

the fact that V' is a smooth Morse function in Qg ensures that there exist C, 8y > 0 such that,
for all 8 > S,

1 2
|VV|‘suppn > GO0 AV <O
hence: ) 2 , B 525(@2
Yo esuppny ), Uple) = [|VV(@)]® = SAV(2) > — 5= - BC,

The following ground state estimate then shows that, for 3 > 3y and any v € H} (supp néN)):

Ba(B)*

h
<HBU’U>L2(SUPP77(5 h > (Upv,v >L2(Suppn 5 ( ) I HL2 (suppn§"))’

Since /B4(B) —— B, +00, we conclude that, for 8 large enough, and since néN)u belongs

to H}(supp né )), we have:

<H577/(3 Ju n(N) > ﬂkkam Hnﬁ )UH

Finally, we note that, owing to the condition (2.50), and the fact that the ng) have disjoint

supports for ¢ =0,..., N — 1, it also holds:

[V ull? = o(8)ul.
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In conclusion, we have shown that

<nga U> Z 5)\ ahot Z H775 UHLz (@h) +o(p )Huuiz(gg)-
=0

The lower bound (2.65) follows easily since the ng) form a quadratic partition of unity on Q%
that is

Vo e IQB), ollfaqy = ern 022y

2.5 Proof of Theorem 2.17

In this section, we derive finer asymptotics for the first Dirichlet eigenvalue Ag; of —Lg,
in the regime 8 — oo, as described by Theorem 2.17. The proof of (2.24), inspired by a
construction performed in [209] in the case of a static domain, relies on the definition of
accurate approximations of the first Dirichlet eigenvector for —Lg, so-called quasimodes. In
Section 2.5.1, we derive the necessary local estimates to ensure the well-posedness of the
construction, in the presence of a temperature-dependent boundary. In Section 2.5.2, we
perform the construction of precise quasimodes, on slightly perturbed domains chosen so that
the Dirichlet boundary condition is satisfied. In Section 2.5.3, we present a technical result
to deal with Laplace asymptotics in the presence of moving boundaries. In Section 2.5.4, we
prove the key semiclassical estimates needed to conclude the proof of Theorem 2.17, which is
done in Section 2.5.5.

2.5.1 Local energy estimates

A technical detail one has to address in this construction is that in order for the quasi-
modes (2.75) introduced below to be smooth and supported in QZ?, we may need to reduce
the value of 0(f) in Assumption (H2) in order for various energy estimates to hold in the
neighborhoods B(z;, d(5)) of low-energy saddle points. In fact, we show in Proposition 2.35 that
there exists some constant ¢(V, zg) > 0 independent of § such that requiring 6(8) < o(V, 20)
((EK4)) allows for the construction of valid quasimodes.

We begin by recalling some facts concerning the geometry of the basin of attraction .A(zp)
and the behavior of V' near low-energy critical points. Recall the definition (2.18).

Lemma 2.28. Let z € 0.A(20) be a local minimum for V|s(.,y. Then, VV(z) =0 and Ind(z) =
1.

Proof. From [246, Theorem B.13], we may write S(z¢) as an at most countable disjoint union
of submanifolds

S(z)= | W'(m), (2.67)

meZ(zo)
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where Z(zp) is the set of critical points of V' on S(20) = 0A(20) N U.c pm(v)\ {20} OA(2), which
all have index at least 1, and we recall the definition (2.10) of the stable manifold WT.
Moreover, W (m) is a (d — Ind(m))-dimensional manifold.

From (2.67), there exists a unique critical point m of V' such that z € W*(m), so that by
definition the gradient flow ¢;(z) converges to m in the limit ¢ — oo, and is included in S(zp),
which is positively stable for the gradient flow, as a union of stable manifolds. Since V' decreases
along trajectories of ¢ and z is a local minimum of V' on S(z), it must hold that VV'(z) = 0.

In particular, m = z.

It only remains to check that Ind(z) = 1. We first show that there exists m; € Z(zp)
with Ind(m;) = 1 such that z € W+(m;). Assume for the sake of contradiction that this is

not the case, hence there exists » > 0 such that

S(z)NB(z,r)c | WT(m).
me Z(zq)
Ind(m)>2
Since the set on the right-hand side has dimension at most d — 2, the set B(z,7) \ S(z0) is
connected (see [180, Theorem IV 4, Corollary 1]). On the other hand, the sets

A@y) =AW\ Sy), yeM()
are open and pairwise disjoint, and the disjoint open cover

B(z,r)\S(zo) < |J Ay
yeM(V)

has at least two non-empty components by definition of S(zp), and therefore cannot be

connected.

We finally show that Ind(z) = 1. We already know that Ind(z) > 1, and again assume for the
sake of contradiction that Ind(z) > 1. Since dim(W~(z)) = Ind(z) and dim(W*(m;)) =d —1,
there exists v € T.W*(m;) N T, W~ (2) such that v # 0. Here, T,W"(m;) denotes the
tangent half-space at the boundary, consisting of initial velocities of paths entering W (m;)
starting from z. Let then f be a C* map [0,1) — {2} UW™(m;) C S(z20) such that f(0) = 2
and f/(07) = v. Expanding, we get

2
V(F(1)) = V(2) + GuTVV (2)v + O(F),
where we used VV(z) = 0 twice. Since V(f(t)) = V(z) for t sufficiently small, this im-
plies vTV2V (2)v > 0. We have reached a contradiction, since T,WW~(z) is spanned by the
negative eigendirections of V2V (z). O

This leads to the following estimation on the position of 9.4(2p) near a low-energy separating
saddle point. Recall the definition of the local coordinates (2.9).

Lemma 2.29. For all T > 0, there exists eo(T'), K(T') > 0 such that for all ¢ < eo(T) and
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all i € Inin, .
{yt? < ~Te} N B(i, K(T)VE) € Alz0),

i 2.68
{1t > Te} N B(z, K(T)VE) € R\ Alz). (2.68)

Proof. Let T > 0 and i € Iiy. In a neighborhood of z;, the decomposition (2.67) shows

that 0.A(z9) = S(z0) coincides with W*(z;).The stable manifold theorem (see [317, Section
9.2]) implies that S(zp) is smooth in a neighborhood of z;, with furthermore Hm(%) = UY).

Recall that 1) denotes the signed distance function to 0.A(zp) with the convention (2.4).

Its regularity in a neighborhood of z; is guaranteed by the fact that, according to the
definition (2.20), z; is a separating saddle point. Note that in the case where z € 0.A(2p) is a
non-separating saddle point, the outward normal n 4.,)(2) = =V 4.,)(2) is not well-defined.

A Taylor expansion gives

Oqy %+ ) = o505 (2) — hinges(z:) + R(h) = —hToi) + R(h) = —yi (z; + h) + R(h),

where |R(h)| < M;|h|? for some constant M; > 0 and for all |h| < M; '. Choosing £9; = 7,
we get, for all 0 < ¢ < gg; and all x € {yli) < =Te} N B(z;, Ki/e),

Um(x) >Te — KEMIE >0

for K; < \/T/M;, thus = € A(zg) for K; sufficiently small.

Setting €0(7T") = min; g9; and K(T") = min; K;, we obtain the first inclusion in (2.68). The

second inclusion follows along the same lines. O

The following proposition allows to multiply §(/3) by an arbitrarily small positive constant
factor in Assumption (EK3), which will be convenient for the construction of accurate

quasimodes.

Proposition 2.30. There exists eo(V, z0), C(V, 20), Bo > 0 such that, provided (EK3) holds
and §(B) < eo(V,z20), for all 0 < py < 1, there exists p < pg such that for all 5 > [y,
Assumption (EK3) again holds upon replacing 5(8) by pd(B) and Cy by C(V, 29)p?, i.e.

[A(z0) N {V < V4 C(V,20)p8(8)% \ | B2, 03(8)) € Q. (EK3’)

ie]min
Furthermore, £9(V, zp) can be chosen such that, for each 0 <i < N, z; is the only critical point

of Vin B(z;,2e0(V, 20).

Proof. We assume (EK3), and show (EK3’). For any C' < Cy, the inclusion {V < V* +
Cp?5(B)%} C {V < V* 4+ Cyd(B)?} implies that it is sufficient to show that, for each i € I,
it holds, for some C' > 0 and 0 < p < 1, that

S D(p,C) 1= Az0) N {V < V* + Cp?6(8)*} N [B(2,8(8)) \ Bl2i, p3(B))] € . (2.69)
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The Taylor expansion of V' in the coordinates (2.9) around z; gives (recalling V' (z;) = V*)

vV _V* vt (1) ]()2 2/ ( (i)—1 (ty(i))) D3 gy

4 ‘1 (2.70)

1 )
_ 52 (4) () +0O( |y ‘ ).
It follows that the following estimate holds for all i € I;y;, and for some M > 0 on B(z;, ﬁ)
Q- (") <V -V, (2.71)
where we denote
Q-(y) = M 'y'|? = Myi = M~ y|* — (M + M~ 1)y?

We note that the set {Q_ > 0} is simply given by the cone {|y;1| < M~|y/|}.
We assume that §(3) < M~ for sufficiently large 3, and let z € .7®(p,C). Tt follows
from (2.71) and V(z) < V* 4+ Cp?5(8)? that Q_(y(z)) < Cp?3(B)?, from which we gather

M~y D ()2 — Cp*s(B)? (1)2
M + M1 < Al (117)

Therefore, for 0 < C' < M~ and since |y ()| > pd(B), it holds that |y§ (2)] > /4 M+M M€ p5 ().
We take C(V,29) = C = min(Cy, M~1/2), and set ¢ := ,/ AA//[[J;V[ T > 0. We distinguish two
cases

o If ygi) (z) < —Cpd(B) < D /\/B — ~(B), which holds for 3 sufficiently large, it holds
asymptotically that « € Qg by (H2). This fixes fp.

o On the other hand, if ygi) (z) > ¢pd(B) and §(8) < K(¢)v/e0(¢), applying Lemma 2.29
with T'= ¢ and € = §(8)%/K(T)?, it holds that = & A(zo) provided p > &§(8)/K(¢)%.
This in turn implies z ¢ &) (p, C), which contradicts the assumption on x and precludes

this case.

It follows that, provided §(8) < €o(V, 20) := min{ M 1, K(¢)?/2, K({)\/e0(C)}, there exists 0 <
p < 1/2and C > 0, such that for sufficiently large 3, the required inclusion (2.69) holds. The
conclusion of Proposition 2.30 follows by iterating this argument a finite number of times.

The final condition on £¢(V, 2z9) can clearly be satisfied, since V' has finitely many isolated
critical points in /C. ]

Remark 2.31. The constant £¢(V, zp) is actually a function of min;ey,,, minj<j<q ]Vj(-i)\, where

we recall the definition (2.5).

We finally state the following simple estimates.



130 2.5. Proof of Theorem 2.17

Lemma 2.32. There exists g > 0 and 0 < C¢ < 1 and 0 < M(V, z9) such that, for all i € Iimin
and all 0 < € < gg, it holds

{B(zi,s) \ B (z ;s)] N {1l < Cee} < {V > v+ MV, 20)e?}, (2.72)
S(0)\ U Blzine) € {V > V" + M(V,20)e?}. (2.73)
1€ Imin

Proof. We recall the bound (2.71). We first find C¢ > 0 so that for all 0 < e < gfy := M1, (2.72)
holds. For any 0 < C¢ < 1 and all € {|y§l)\ < Ceeln [B(zi, )\ B (zi, %5)}, it holds that

Q_(yD(x)) > [4}% - C? (M + 1\14)] g2,

In particular, choosing Cg¢ < 2\/11W ensures that V(z) — V* > Q_(y®(z)) > 0, and taking
M(V, 20) < 15 — CZ (M + 4 ) ensures (2.72).

Let us next show (2.73). Since V is decreasing along trajectories of the gradient flow ¢, it
follows that V|M is bounded from below by V(zp). From the boundedness of A(zp) N{V <
V*} (see Assumption (EK2)) and the Morse property of V, the set I, is finite, and by
Lemma 2.28 above, the points (2;)icr,,, are the unique minimizers of V|g(.). Since Iy, is
finite, the stable manifold theorem implies that the restricted Hessian V2V/| S(zo) 18 positive
definite in a neighborhood of {z; }icr,.,.- It therefore holds that there exists constants C’, g5 > 0
with gy < g( such that for all 0 < € < g, it holds

S(z0)\ U Blee) c{v>vr4 e},

ielmin

and choosing M (V, zg) < C’ suffices to ensure (2.73). O

2.5.2 Construction of the quasimodes on perturbed domains

From now on, we assume that assumptions (EK1), (EK2) (EK3) and (EK4) hold.

In the literature dealing with semiclassical asymptotics in the presence of a Dirichlet
boundary (see e.g. [159, 209]), a common way to define quasimodes relies on expressing them
in a dedicated set of local coordinates around each (generalized) critical point of interest,
which is adapted to the local quadratic behavior of V and in which the geometry of the
boundary becomes locally linear. This allows to perform the analysis in a simpler geometric
setting. However, the flexibility regarding the specific geometry of the boundary afforded
by Assumption (H2) makes the definition of such a set of local coordinates rather difficult.
Instead, we base our argument on the following comparison principle for Dirichlet eigenvalues,
or so-called domain monotonicity, which is well-known in the case of the Laplacian V' = 0.

Proposition 2.33. Let A C B be bounded open subsets of R, 8> 0 and k € N*. Then

Mes(B) < Ak p(A),
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where we recall A\, g(A) is the k-th eigenvalue of —Lg with Dirichlet boundary conditions
on OA.

Proof. The fact that X € {A, B} is bounded and open ensures that the Dirichlet realization
of —Lg on X has pure point spectrum tending to +oo, due to the compact injections H{ (X) —
L*(X), and A g(X) is therefore well-defined. The inequality follows immediately from the
Min-Max Courant—Fischer principle and the inclusion of form domains:

H 3(A) C Hg 4(B).

O]

Our approach relies on the construction, for sufficiently large 3, of two modified domains Q?
such that
— +

and whose boundaries are flat in the neighborhood of low-lying separating saddle points close to
the boundary. These domains are defined using Proposition 2.27 with p(8) = 2v(53), and their
boundaries are shaped like hyperplanes in the neighborhood of each z; such that a(d < +o0,
as made precise by Equation (2.61).

Remark 2.34. Since (EK3) holds for €Qg, it also holds for Q?; For QE, this is immediate
since €2g C QE For QE, the proof of Proposition 2.27 shows that one can take QE to be
a 0(8(B)?)-perturbation of Q3 outside of U;c; . B (zi,0(83)). Since V is uniformly Lipschitz
on K, this implies that (EK3) still holds, possibly with a smaller constant Cy .

For similar reasons, choosing €25 to be an 0(4(53))-perturbation of €2g near critical points z;
such that o = 400, we may assume that B(z;,6(8)) C Q5 for 8 sufficiently large, after
possibly reducing 6(83) by a constant factor. We will henceforth assume that both these
properties hold for QE

Upon replacing §(3) by ¢d(83) for some ¢ < 3 in Assumption (H2) (which is allowed according
to (EK4) and Proposition 2.30), we henceforth assume that, for 5 sufficiently large,

) (2)
s O (O‘ + 27(5))

Vi€ Inin, Q5N B(z,6(8)) = 73

N B(zi,0(8)), (2.74)

which will somewhat simplify the presentation.

The proof of Theorem 2.17 relies on the construction, inspired by [61, 208, 209], of ap-
proximate eigenmodes 1/125 for the Dirichlet realization of —Lg on each of the domains Qg,
which will be sufficiently precise to provide an asymptotic equivalent for A\ g (Qg) The
comparison principle of Proposition 2.33 will finally yield the conclusion of Theorem 2.17.
More precisely, solutions to an elliptic PDE, obtained by linearizing £z in the neighborhood
of each of the {z;, i € Iyin}, are used to define these quasimodes locally, which are then rather
crudely extended to define elements of the operator domains H&,B(Q:ﬂt) N HE(Q?}) Using
Theorem 2.16 to ensure that a spectral gap exists, one can then use a resolvent estimate
(Lemma 2.39 below) to control the error incurred by projecting the quasimodes onto the
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subspace spanned by the first eigenmode of the Dirichlet realization of —Lg on Qfﬂc This
allows to derive the Eyring—Kramers formula in a straightforward way.

Our quasimodes are defined by the following convex combinations

Vg s+ > % (8" —ns)| (2.75)

ie-[min

= F
Z3

where the x are defined in (2.51), and where Z;E are normalizing constants imposing

+2 gV _
/ngﬁe =1.

This definition uses auxiliary functions 7z and <<pg)’i> el
1€ Imin

The function 73 is a crude cutoff function used to localize the analysis in some small
neighborhood of the energy basin separating the minimum zy from the low energy saddle
points {z;, i € Imin}. More precisely, we define the energy cutoff 73 by

wte) =0 (| v 270

where 1 € C°(R) is a model cutoff function chosen such that

L) SN S Loy, (2.77)

and C;, > 0 is a constant we make precise in Proposition 2.35 below. This rough construction
is, in the neighborhood of low-energy saddle points, replaced by a finer local approximation,
which one can (roughly) view as the solution to a linearized Dirichlet problem.

(0),%

The functions @ are defined, for i € Iy, by

2D ion@) )

T ) a

QO(Z)’i(l') _ Y1 (z) (2 78)
g 2D iong) 1w, '
Ve e P eg(t) dt

—00

where &g is again a C°(R) cutoff function used to localize the support of Vnpg). It is

convenient for the analysis to work with a gog)’i whose gradient is localized around z;. We

thus take {g € C2°(R) to be an even, smooth cutoff function satisfying

(o o) S8 S Hcemean) (2:79)

where C¢ > 0 is a constant whose value we make precise in Proposition 2.35 below.

Observe that, upon formally taking £z = 1g, and (/) = 0 in the definition (2.78), an easy
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computation gives

o0

1\ i
((:J: — 2)TV2V (2)V — ﬁA> cpg) =0 on EY (ﬂ) ,

; A a®
<P(5) =0 on 9E® (\/B .

Notice that if z; is far from the boundary, that is if a9 = +oc0, then E® (i‘}%) =R% so

that the boundary condition disappears. Since the operator (z — 2;)TV?V (2,)V — %A is a
linearization of —Lg around z;, the definition (2.78) is a natural local approximation for the
Dirichlet eigenvector associated with the smallest eigenvalue A1 g (which goes to zero as § — oo,
by Theorem 2.16).

Proposition 2.35. There exist a bounded open set Uy C R?, and positive constants fo, Ce, Oy >
0, such that for all B > By, the functions wﬁi defined in (2.75) and ng defined in (2.76) satisfy

the following conditions:

supp @ZJgF C Uy and zy is the unique minimum of V in Uy, (2.80)
vk ece (RY), (2.81)
by € Hy 5(05) N HE(Q3), (2.82)
1 i
Vi€ L suppns ) |Blad )\ B (2,300 )| € b < ~co@), @2s)
supp Vap?; \ U B (z,0(p)) C {V >V*+ (;77(5(6)2} N A(zo), (2.84)
1€ Imin
1 i 1
v = —gp(z)’i on Bz, =0(B) ), (2.85)
B8 ZEE B ( 9 )
+_ 1 + ‘ L Oncine s

Vg = 7E on Q5 \ U B(2z;,0(B)| NV < V* + 5 3(B)* ¢ N A(zo). (2.86)

B i€ Imin

Proof. We take C¢ as in Lemma 2.32, and C,, < min{Cy,C(V, 29), M(V, z0)}, where Cy is
given in (EK3), C(V, zp) is given in Proposition 2.30 and M (V, zp) is given in Lemma 2.32.
In the following proof, we reduce the value of d(3) several times by invoking (EK4) and
Proposition 2.30.

The properties (2.84), (2.85) and (2.86) are immediate consequences of the definitions (2.75), (2.76),

and are verified by construction regardless of the value of 4(f).
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The property (2.83) follows from (2.76), (2.68) and (2.72), once one imposes 6(3) to be
smaller than 9(C¢) obtained in Lemma 2.29 and than e from Lemma 2.32, at least for /3
sufficiently large.

Let us now define Uy and prove (2.80). For any local minimum m € R? of V, standard
arguments (see [317, Chapter 8]) show that the basin .A(zp) is open and its boundary contains

no local minimum of V. Furthermore, for ¢ < 2e¢(V, zp), B(zi,€) contains no local minimum
of V for any i € Inin. Let us then define

Uy = [(A(20) \ S(20) )N{V < V* +e}Ju |J Blzi,e).
7:Elmin
Note that, according to (EK2) and for ¢ sufficiently small, this set is bounded and since V* >

V(20), we may also choose ¢ sufficiently small so that zg is the unique minimum of V in Uj.

Let us check that supp @Z)ét C Uy. For i € Iy, @Dg writes

() (i)+ _ (i) 1
Xp g =¥z on B (Zu 25(5)> )

i i) (i 1
w = 3 0= xms e on B (2 5(0) \ B (21, 369)).

ng on R\ | J B(z,5(8)),

iEImin

using, (2.49), (2.52) and the definition (2.75).

Therefore, it is clear that, for C,,6(8)%,6(8) < e, it is the case that supp w; C Up: the
first condition ensures suppng C Up, while the second ensures supp 3¢ Iin X(ﬁi) C Up. Re-
ducing 6(3) once again to satisfy these constraints, using (EK4) and Proposition 2.30, (2.80)

follows.

Let us show (2.81). From (2.80), w; is compactly supported, and from the definition (2.75)

and the smoothness, for each i € I, of gog)’ix(ﬁi) on B(z;,0(8)), and since 1/125 coincides
with gog)’i on B (zi, %5(6)), it is sufficient to check that 7 is smooth on Rd\UieImm B (zi, %5(6))
In turn, it is sufficient to show, from the definition (2.76), that S(z9) N {V < V* + C,6(8)*}
is contained in U;¢; . B (zi, %6(@) for § sufficiently large, where we use (2.19). This in
turn follows immediately from the estimate (2.73), and from the choice C;, < M(V,z2),
provided §(5)/2 < ¢ from Lemma 2.32.

We finally show (2.82). From (2.81), it is clear that wz,c € HE(QEE) N Hé(ﬂéc) Thus it only
remains to show ¢§ S H&y 5(3), for which we in fact show that z/;fﬂ oot = 0 holds. Again, we
decompose the argument. On BQZ,E\ [A(zo) Uier,.., B(%, 5(ﬂ))}, it holds that 1/12? =np =0, and
on [89? \ Uier... B(zi,é(ﬁ))} N A(zp), it holds that z/zéc = 73 = 0 from the inclusion (EK3)
and the choice C,; < COy. Now let i € Iyin. If a¥ = 400, then B(z;,d(8)) C Qs C QE
by (H2). By slightly reducing 6(8) if necessary, it is possible to ensure that B(z;,d(3)) C Q5
(see Remark 2.34). Thus, in this case, GQEE N B(zi,6(8)) = @. We now assume o) < +oo0.
From (2.74) and (2.78), the boundary condition wﬁibﬂ; = 0 is satisfied on 89;}5 N B(z, 36(B)),

since on this set, wéc = gpg)’i. On OQEEH [B(zl-, 0(8))\ B <zi, %5([3))}, this finally follows, for 3
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{ns #0,1}
{Q_(y) >0}
- ()Y = o /B +29(8)}
- {y) = £Ceo(8)}
--- 8suppVXBZ)
1 36(8)
2 4(B)
3 {V=Vv*
4 W+(ZZ')

Figure 2.4: Construction of the quasimode (2.75) in the neighborhood of the low-energy saddle
point z;, depicted in the adapted y(? coordinates. Here, we depict the elements entering into the
construction of w;, in the case a?) < 400. The shaded blue cone corresponds to the positive superlevel
set of the quadratic form @_ from the proof of Proposition 2.30.

sufficiently large, from the energy estimate (2.72), the choices §(3) < €, Cy; < M(V, 29) and the
fact that, on this set ’yy)‘ = ’a(i)/\/ﬁ + 27(5)’ < C¢d(B). Since Qg are regular domains from
Proposition 2.27, wéc € H&(Qéc) = H& 8 (Q?;) by the trace theorem. The latter equality follows
from the smoothness of V' and the boundedness of Qéﬁ This concludes the proof of (2.82). [

We assume, for the remainder of this work, and without loss of generality, that 0(3) is
asymptotically sufficiently small for the conclusions of Proposition 2.35 to hold. We now derive
the first preliminary result for the proof of the formula (2.24), which is a variant of the Laplace

method for in moving domains.

2.5.3 Laplace’s method on moving domains

We present in this section a key technical tool, a variant of the Laplace method for exponential
integrals in the case where the domain of integration varies with the asymptotic parameter.
Moreover, we allow for a minimum of the argument of the exponential lying outside of the
domain, but close to the boundary in some scaling made precise in Proposition 2.36. We recall

the symmetric difference of sets, which we denote by
AAB:=(AUB)\(ANB)=(A\B)U(B\ A).

We show the following result.
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Proposition 2.36. Consider a family (Ax)aso of Borel sets. Assume that there exists K, Aso €
B(RY) with non-empty interiors, xo € K, and € > 0 such that the following properties hold:

o The set K is compact, and the following inclusion holds:

VA>0, Ay, CK. (L1)
o The functions
feckK), gecC*K) (L2)
are such that
Argminf(z) = {zo},  V?f(zo) = eld,  g(xo) # 0. (L3)
zeC

o The domains admit a limit in the semiclassical scaling around xq:

Lsas—ao) —— Law- (L4)

A—400

Then,

d 1
/M e M@ g(2) dz = (2;) Te MO0 (et V2 £(0)) 7 glao) B(G € Axe) (14 O(N) + O(X )
(2.87)
as A — +oo, where G is a Gaussian random variable with distribution N (0, V2 f(zo)™1), and
the dominant error terms are determined by:

e =P (G € [VA(4r—20)] A Ax)

and
{r =2, if As = —Ane,

r=1 otherwise.

The proof of Proposition 2.36 is postponed to Appendix 2.B below.

Remark 2.37. The conclusion of Proposition 2.36 still holds true assuming only that IC
is closed but not necessarily bounded, requiring instead that ¢ € L'(K), and that there
exists §g > 0 such that, for any 0 < § < do,

v():= inf  {f(x)— f(z0)} > 0.

€K\ B(z0,0)

The proof of this variant is verbatim the same as the one given in Appendix 2.B below, upon
replacing v by v(d) with 6 < dp in (2.114).

2.5.4 Low-temperature estimates

We obtain in this section the key estimates on the quasimode (2.75) needed to compute the
asymptotic behavior of ||Vigl| - @) and || Lgtg|l )2 (@) D the limit § — co. Good estimates
B ]
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for these quantities, summarized in Proposition 2.38, together with a resolvent estimate given
by Lemma 2.39 below, will yield the modified Eyring—Kramers formula (2.24) in the proof of
Theorem 2.17, concluded in section 2.5.5.

For convenience, we decompose the analysis according to the following partition of the
domain Qg:
+_ (4) (i), % (4) (1), % +
Qﬁ_y [AY UBYFUC UDP* | UBs UFUGH, (2.88)
1€ min

where, for ¢ € Iin:

AY = B8\ B (2556) )| n {ul” < ~ces@)} n{v - v* > G067}, (289)
B/ =afn [B (2,0(8)) \ B (z ;5(@” n {1y < Ce(8) (2.90)

1

Cl) = | B (30N \ B (369 ) |n{ 56,807 < v = v* < o6 fnfuf? < ~Cea()}
(2.91)

i)+ 1
ng) = Qéc NnB (Zi7 25(5)) ;

B, = [AG 0 { S0 < v v <c@ff ]\ U Beaso)).
Py = [AGan {v-ve < Zaer}|\ U B (5500).

ie[min

GE =05\ ( U [aYuBf=ucyupf*|uE,U Fﬁ) .
7;Elmin

Note that, according to (2.74), the sets B(ﬁi)’jE and D(g)’i have simple representations, namely

DY* = {4 < VF £ 28} 0 B (2 506))

BY* = {4 <a®/VB+ 298} 0 [B 0030\ B (2 598)) | 0 {1 < cod}

We refer the reader to Figure 2.5 for a pictorial representation of these sets. Before the
statements and proof of the necessary estimates, let us give some informal indications of
our strategy. On the high-energy sets Ag), Bg)’i, C(ﬂi) and Eg (contained in {V > V* +
C,6(B)?/2}), crude uniform bounds on the derivatives of Xg), ng and go(ﬁi) will suffice to identify
the contribution of these sets to the L%(Qg)—norms of both V@bg and .ngéc as superpolynomially

decaying error terms. The sets Fg and GfﬁE are constructed so that wéc is constant on each
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d +
R4\ QF

(a) The case a® < 400. The boundaries (9Q§ are hyperplanes inside B(z;, §(53)), separated by a distance 4v(8),
as described in (2.74).

_______________________ fi__-__*_z"____________———’]gg),}" :
8A(z0)
" = Cea (8)}
Gj
BQE
d +
RY\

(b) The case o) = +00. The width of the shell QZ; \ Q5 is of order £1(f) around z;, as in the proof of
Proposition 2.27.

Figure 2.5: Schematic representation of the partition (2.88).
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of them, with respective values 1 /ch and 0, and will not contribute to the estimates. The

i)+

only contribution left are from Dé

Z%cpg)’i, according to (2.85). The contribution of this set to the L%(Qéﬁ)—norm of Vwéc is
8

, on which the 1/125 coincide with the finer approximations

more finely analyzed using Proposition 2.36, giving sufficiently precise asymptotics.
We now state the required estimates.

Proposition 2.38. The following estimates hold:

d
9
7E = o V) <g> T 1det V2V (z0) ~F (14 0(57) (2.92)
(v -V + P56
Vi b\ =0 e , 2.93
H B (Qi\U r D;i),i> ( )
—B(V" =V (z0)+FL8(8)?
Iswtl?, =0 ( vy )>, (2.94)
L (Q \UzelmmDﬂ )
and for all i € I, the following hold:
_ B det V2V(20) _p(v=—v(z0)

[vesl, (1+0((8)).  (2.95)

, e
2§+ 2W¢(|V§l)’%a(i)) |det V2V (2;)|

where ® is given by (2.25), and the dominant error term r; is given by:

s, al) = +oo,
i = 1 ) 2.96
o {\/BV(B) +B72, o) < +oo. (2:96)

Finally, we have

(2.97)

st e, = 0 (7200 2) 9931 e

Proof. As a first step, we derive the asymptotic behavior of the normalizing constant as stated
n (2.92).

Asymptotic behavior of Zét.
Using (2.80), and since B(zp,d(3)) C Qs for sufficiently large 8 by Assumptions (EK1)
and (H2), a direct application of Proposition 2.36 to the inequality

/B(ZO,5(5))
<
Up

2

. . ,:l: _

e 5 (0 -m)| <2
ielmin

s+ > 1y (e —ms)] eV,

1€ Imin
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since 1p(;,,5(8)) < [77/3 + D ier X(ﬂi) (cp%) — 775)} 177, gives (2.92). Indeed, by a standard
Gaussian decay estimate, for & ~ N(0, V2V (29)71), P(¢€ & B(0,/Bd(B))) = O (e*655(5)2>, and

P(¢ & B(0,v/BUp)) = O (e_c/8> for some ¢ > 0.

It follows from the scaling (H3) that the error term ¢(f) in (2.87) decays superpolynomially,
while the 0(5_%) term vanishes by symmetry of the limiting domains B(0, /35(3)), v/B Uy — z0) —
RY, leaving a dominant error term in O(S~1). This, of course, corresponds to the usual Laplace
method.

As announced, the remainder of the analysis is split according to the partition (2.88). We
now let i € I,y throughout the remainder of the proof.

Analysis on Fg U G?;.
These sets do not contributes to the estimates (2.93), (2.94), since (Fg U Géc) Nsupp Vwéc =
& and supp Lmbﬁi C supp V@bg.

Indeed, on Gﬁ, it holds that both X%) and 7g are zero, since GB NUier,., B(2i,0(8)) = @,
which ensures X,(B) = 0 according to (2.52), and GjE (Rd \ A(zo ) U{V > V* 4+ Cé(B)%},
which ensures 73 = 0 according to (2.76). On Fg, it holds that (p(ﬁ) =1 for all i € Iy,
according to (2.83) and 7z = 1. Thus, wgﬁ = 1 as well as a convex combination of ng and
the cp(ﬁi)’i. Therefore, for x € Fg U GZ?, one has Vd)ﬁi =0 and Eﬁ@bﬁi = 0.
Analysis on A(ﬁi).

From (2.76),(2.77) and (2.89), we have 73 = 0 on A(ﬁi). Furthermore, from (2.79), ¢
in this set, hence @béﬁ coincides with Z%X/(Bi) on A(i)7 which gives

)

1 % 1 ) %
VU5 =z Lovf = = (—vv Vx4 SAxG >) ,
B

Zy B
from which it follows that

BV(20) nl ¢/ oy— BV (20) o
19951 a0y = O (2 EB16(8) ) 1L505  e a10), = O (€2V5%)

where we used the estimates (2.92) and (2.53), the first-order estimate VV-VX(;) = O(1) on the

domain Ag), and 3716(8)72 = o(1) to absorb the contribution of the Laplacian term Axg)/ﬁ.

We then estimate

VU512, oo, = O (BE(3Y1=2e V0GB — (87 Vieor 3ot )
Ly A ’

112, o) = O (BLa(ByeB0 VG882 — 0 (e—ﬁ<v*_v<zo)+iﬂa(ﬁ)2>>
L3(AY) ’

using the inclusions A c{V-V*=(C,6(B)?}, Ag) C B(zi,0(8)), the fact that §(3) is
bounded by &, and the superpolynomlal decay of e~ P98 which follows from (H3).
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Analysis on B(ﬁi)’i.
From (2.76), (2.83) and (2.90), we still have g = 0 on Bg)’i, however gog)’i is not constant

(@), @)+ )t

over this set. Thus, wgﬁ is given by Z%XB @z on B(ﬁi , which yields
B

1 . . ) )
+ _ (@), % (@) (@) (2),%
Vi/’g = 73; (@5 VX/j + X3 v‘Pﬁ ) )

(9),%

1 i i i 2
Loty = = (@é)’iﬁﬂxé) + X5 Loy + =
8

B

Vel Vi)

At this point, we need uniform estimates in B(Bi)’i for derivatives Go‘gp(ﬁi)’i for |a] < 2.

Since (p(ﬁi)’i is in fact simply a function of the affine map yﬁi), the problem is that of bounding
the first two derivatives of

(i) ; (i) :
1 e t2y(8) Y] ; e t29(8) 1Y)

no o [T e G, o= [ e g

g Y -

We first estimate Cg)’i by a direct application of Proposition 2.36 in the one-dimensional case.

It gives
i 2 DIESNC
CP* = =@ (m120) (14 ei(9)), (2.98)
Bl
where . ‘
c(8) = O (VBr(B) +67%), ol <+oc, 2.99)
e(8) =0 (87, ali) = 4o,
To obtain the formula, we note that for G ~ N(0, ]V§i)|_1),
P (g € (—oo,a(i) + %/B’y(ﬁ))) LNy (\V%i)ﬁa(i)) :
and
P (G € (~00,al) A (=00,al) £ 2/B1(8))) = O (VB1(A)) (2.100)

in the case al? < +o0. In the case a(¥) = +o0, note that the domain of integration is identically
equal to R for any /3, and thus the integration error vanishes, leaving only an error term in 37!
corresponding to the symmetry of the limiting domain. In any case, Cg) -0 (6_%), which
is sufficient for our purposes, although the finer estimate (2.98) will be useful for the analysis
on Dg)’i.

We then compute

(i), % 1 -5'”5i)'y<i>2 (i)y, (3)
V(Pﬁ = _C(i)’ie 2 gﬁ(yl )vl )
3

" (2.101)
i)+ 1 iy (i i ] gl @2
A = i [ ) = ") [ e
B
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, ),
using Vyp = vp and |v§z)] = 1. It follows from 0 < e i P §ﬁ (yl) 1 that

1965 gty = OB%), IAGE | e s = O (87 [88(8) +6(5) '] ) = O(6%),
using |5 [l = O (3(8) 1), y1” = O(8(8)) on BY=, 6(8) = O< ) and the scaling 526(5) ! <
B/+/log B given by Assumption (H3). It follows that ||Lg gpﬂ ||LOO B = O(ﬁ%).

Plugging in these estimates and collecting terms (reusing the estimates Vx(ﬁi) =0(5(B)Y), Lsx 5 =

O(1) on B() ) gives, using 0 < X(ﬁ),go(ﬁz) <1

965 ey = © (3787 [5(8) 1 + 81]) = 0 (eFV )i i)

1LY oy = O (2 CIBE [14+ 83 4+ B5(8)71]) = O (e3V)gi+h)
B

using 6(8) "' = o (ﬁ %> to estimate the square bracketed terms. This leads to

* 2 2
VU515 ey 13 1 sy = © (BEH15(8) e 1 Vol ro()

e (e—B(V*—V(ZOHC;’é(ﬁ)Q)) ,

similarly to the analysis on A(i), since B(ﬁi)’i C B(z;,6(B)) and B( c{V >V*+C,(B)?}
using (2.72).
Analysis on C(Bi).

By the definition (2.91), C(Bi) - {yp < —C¢6(p)}, hence gp(ﬁi) = 1 on this set. Thus, we have
locally:

_ (i)
vp = 7z (776+X5 (1—775)),
h
whence ., 1 (Z) ()
Vi = Zig: ([1 — 1] Vxg + {1 — X3 ] VUB)
1 i 20 G
Loy = Zﬂ: <[1 — ng] ﬁaXfa) {1 - X,(g)} Lang — vaé) ‘ Vms) :

by straightforward manipulations. One then only needs to check that
A -2 o —4
19551 ooy = O (508)) - 18081l o) = © (3(8) )
to obtain by similar arguments:

d 4 *_ V(2 Cn 2
A P L T G i )

e (eﬁ(V*V(zO>+C;aw>2>> 7
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using the inclusions C(ﬂi) C B(z,4(8)), C(ﬂi) C {V -V*> %5(5)2}.

Analysis on Eg.
On the set Eg, we have Xg) = 0 for all ¢ € Iy, hence w; coincides with 2%775. Reusing
8

the bounds on the derivatives of ng from the analysis on Cg) (here the fact that Eg C K is
bounded), we obtain once again:

d _ _ *_ 2 g 2
19031 g0 1£505 12, = O (525(5> 4BV () + S16(8) >)

_0 (e—ﬂ(V*—V(ZOHC;a(B)Q))

Summing the estimates on A(i), B(Bi)’i, C(Bi) and Eg, we obtain (2.93) and (2.94).

Analysis on Dg)’i.
By (2.85), ¢?§ coincides with ?lfgpg)’i on Dg)’i, and here we turn to the finer estimates
B

provided by Proposition 2.36. Using the computation (2.101) once again, we get
1 ()
)2

(c5™)

We next note using the Taylor expansion (2.70) that W;(z) := |1/§i) ]ygi) ()2 4+ V(z) has a strict

local minimum at z;, with a Hessian given by

Vi * e = &)

VQWi(zi) = abs (VZV(zi)) = U(i)diag (‘I/Y)L ey Vf(li))U(i)T,

see (2.6). Moreover, this minimum is unique in B (zi, %5 (B)) for 6(3) sufficiently small, which

we may assume upon reducing 6(f) once again.

using Proposition 2.36.

Since fg(yii)(zi))z = ¢3(0) = 1 we may estimate ][V(pg)’iHL%(Dg),i)

B—00

Let us first note that, according to (2.74) and (H2), /3 (D(Bi)’i - zi) = EO (o) in
the sense of (L4). Let G ~ N (O, abs (VQV(ZZ'))_I). It is then easy to check that

P(GeED0) =P (67" <a®) =& (jp{?}2al),
since QTUY) ~ N(0, |1/1i)|_1). Furthermore,

O (VB1(8) +e= "), a® < oo,

hi(B) =P (g c B [D(ﬁi),i _ z@} AE(i)(a(i))) _ {O (e_cﬁa(ﬁ)2> ol — 400
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Indeed, it follows from (2.74) and (H2) that the following inclusion holds:

/B (Dg)’i _ Zi) AED(aW) ¢ [E(i)(a(l))AE D+ /B2v(B) } <0 \/35(5)>C,

(2.103)
which we use to estimate h;(() with the union bound. In the case oY) = +o0, the leftmost set
in (2.103) is empty and the only contribution is from the second term, which is handled using

a standard Gaussian estimate

VB3(B) —85(8)?
P(g%B(O, : >>:O<e 56(5))

for some ¢ > 0 depending only on <.

In the case a() < +o0, we have a contribution from the leftmost set in (2.103)

P (G € EON)AED () £ /By(8))) =P (GTo" € (a,a £2v(8))),
whose asymptotic behavior has already been computed in (2.100). The union bound yields (2.102).

Apply Proposition 2.36, we estimate

1

IVl o (I12a9) (1 + (),

d
i 7:‘: _ 27T 2 _ *
L%(D(Z) :t) = (C,(g) ) 2 (6) € v ’det VQV(Zz)

Lyt e

The error term e; is once again given by (2.99) (since the limiting domain is symmetric if and
only if o) = 400), and we used (2.98) in the final line. Combining this estimate with (2.92)
finally yields (2.95).

det V2V (z) E (1+ei(B)).

Let us show (2.97). We write, for z € D( 0% CB (zl, 25([3)), in the y®-coordinates and
for §(p) sufficiently small,

i 1 i
Lov = = (—vv Ve 4 BA¢(6>¢>
B
P02 (e5(y)VV - vyl
Zic(i)’i ﬁ{ fﬂ( )A?hl (_flﬁ( )‘f‘ﬁfﬂ( )|V1 |3/1l)) ‘Vyll ]
Iv()l ()2
_ - i —1y ¢
—*(sm Yot - [V + 1 o] + 0 (B bl e m ))

()
vl
_aln yg )2

= o (O(WP)+o (5 ))
BB

using a first-order Taylor expansion of VV around z; in the last line. We now estimate
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the L% (Dg)’i)—norms. Noting that, by the change of variables z = /By,

/Du),i ’y(i)|4e*6(\y§i)|y§i>z+v) _o (ﬁ*%*2e*ﬁV*) |
B

we get
(4) 2
vl G
e B—5— y{?

k ]
i),+
2(m§)*)

€65 175 o) = (zhc*) "o (B 52e7V) + p20(8)

)
= (z50*) "0 (57(8)2) pte Y
=0 (57%(8) %) IIV%HL;@%’

where we used the same change of variables in the second line, and the estimates (2.92), (2.98)
and (2.95) in the last line. This concludes the proof of (2.97). O

2.5.5 Conclusion of the proof of Theorem 2.17

The last tool for the proof is the following resolvent estimate, which was already used for the
estimation of metastable exit times in the semiclassical approach, see [209, Proposition 27]
and [227, Proposition 3.4]. We include its proof (in our weighted L% setting) for the sake of
completeness.

Throughout this section, let us denote by

+ + + +
AL = )‘1’5(95% uy g = Ul,ﬁ(Qg)a
the principal Dirichlet eigenpairs of —Lz in Qg

We introduce the spectral projectors associated with the principal eigenspaces: for all ¢ €
L3(5),

<u1i/3’ (p> 2(95) o

A T
Lemma 2.39. Fiz u € H&ﬁ(Qg) N Hg(Q%z) Then,
11 = mull g @) = OULsull 30z (2.10)
|t ig(ng) = |Vl gz + O (mwﬁu\@%m;)) . (2.105)

Proof. Let us first check that, thanks to Assumption (EK1), il = 0 and M! > 0, where we

recall )\? is defined in (2.45). We recall the expressions (2.37) and (2.38) for the harmonic

eigenvalues. In the following, we use the multi-index enumeration convention for the spectra,
K® (%)

i.e. Spec ( ) {An,a(i) }neNd' Note that the ground state energy of each of these operators

is given by )\EO)» ) > 0, which implies that A! = 0. Let us now show that A\l > 0.
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It is clear that /\ﬁf)?)o >0forn#0¢€ N<, Besides, for ¢ > Ny, it holds

(i) (i) SRS 0] < Ly
A(O,...,O),a(i) = |V1 ’|M0,a(i)(|uii)|/2)1/2 - 7 5 Z [|V ] ] 5 Z [ :| > 07

since Ind(z;) > 1. We used the inequality p09 > fi0,00 = 3 for any § € RU {co}, which follows
directly from the Courant—Fischer principle, similarly to the proof of Proposition 2.33.

To get ALl > 0, is therefore remains to show that )\E) 0.0 > 0 for 1 < ¢ < Ny. For these
local minima z;, it holds that a9 < 400 by Assumption (EK1). It is thus sufficient to check
that pgg > % = Jip,00 for any 0 € R. In fact it holds more generally that piy 9 > g 0 for k € N.
The inequality jix9 > fir,o0 follows again from the domain monotonicity of Dirichlet eigenvalues.
For the strict inequality, we note that the identity $evr g = g 00V, Would contradict the fact
that p o is a simple eigenvalue of §)., since vy o, and the trivial extension of vy ¢ are linearly

independent in L?(R). This concludes the proof of A5l > 0.

Hence, by Theorem 2.16, there exists r, 5y > 0 such that for all 8 > Sy:

|>\1,5 <r, )\2”3 > 3r,

so that the circular contour I'y, = {27“62”t,0 < t < 1} is at distance at least r from the
Dirichlet spectrum of —Lg on Qg When needed, in this proof, we indicate explicitly by Eg
the fact that we consider the Dirichlet realization of Lg on Q?;

A standard corollary of the spectral theorem then yields the following uniform resolvent

estimate:

S|

Vz € Iy, ||(—E§ - Z)_IHB(L%(Q:;)) <

Furthermore, & may be expressed using the contour integral
8 Y g

1
+ _ + -1
Ty = f}%(ﬁﬁ —2z) " dz,
so that, for all u € H&ﬁ(Qg) N HE(Q?),

(1- Wg)u = —i ?{Fgr [z_l — (£§ — z)_l] udz

2im
_ 1 | +
__(%r]{“%z (L5 —2) dz) L5u,

where we used the second resolvent identity in the last line. Estimating the L% norm then
yields (2.104):

(1 - Ta )UHL2 ©F ||£5u||L2 (@
) )
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For (2.105), we use commutativity and the projector identity Wétﬁécwéc = ﬂécﬁfﬂc to write:

2
Vit — 8 {r*u, LorE
H ”ﬁ“" L3(2) b <”5“ B8 “>L§<Q§>
+
- _ L
p <7T5u 5“>L%(Qg)
+
= —B{u, £5u>L%(Q§) -0 <(71'5 — 1), Eﬂu>Lf3(Q§)
_ 2 2
where we used a Cauchy—Schwarz inequality and (2.104) to obtain the last equality. O

We are now in a position to derive the modified Eyring—Kramers formula (2.24).

Proof of Theorem 2.17. Recall that wéc denotes the quasimode defined in Section 2.5.2. We
write, using (2.104) and (2.105):

sl
B 305
L IV65 12, o) + OBILAUE 5 )
B ll% (1 —73)v5 [
B 1 IIV% HLQ Qi "‘O(/BH‘CBQAB ”Lz Q:t )
B 1_‘|(1_7T,3)¢5HL2(Q¢
Vo513, 2 (0k) + OBl Lsvs IILZ ()
T+ OL0E [

i L2(0%)

17/8

Q\*—‘ | =

V0212, ) (1+ OULaUE s ) + OULaUE 5 )

where used (2.104) in the penultimate line, and the fact that HﬁﬁlngHL%(Qg) = 0(1) to conclude.
Now, using the estimates (2.93), (2.95) of Proposition 2.38 yields

—B(V*=V(20)+25(8)>
vaﬁ ”L2 Qi = Z vaﬂ HLQ(D(Z)i + O ( ( ’ >>

le]l’nlﬂ
[ Bl det V2V (20)
T (14O (ri(B))]

— BV V(o) 2 o (1712a) \ Tdet 72V (=)

Lo (e—ﬂ?dw)?)

[ (i) 3
_ —B(V*—V(20)) Blvy”| det V2V () ) |
=° ] + O T B )

2 e (a0 | et v2v Gyl O )
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C,
using the fact that e 7399 = © (Bri(B)). The estimates (2.94) and (2.97) give

~25(8)~ —B( V=V (z0)+FL8(8)?
1205 gz = 3 O 208) T3y sy 40 (v-veor$ ))

1€ Imin
— 03 2(8) >(vaﬁumi V0212 sy, D?,i))
1€Imin

‘o <e—5(V*—V(zO)+;6(ﬁ)E)>

~25(3)~ —B( V"=V (z0)+FL6(8)?
— 0(B%6(9) 2>Hw§u§2mi)+o<e (vt ))

:(’)(ﬂ 5(B)~ )vaﬁ”LQ Q)

—B( V=V (20)+S25(8)? —B(V* =V (20)+S26(8)?
In the third line, we used (EK4) to write 3725(8) 2e ﬁ< G057 ) =0|e ﬁ< (Fo+5700) )>

In the last line, we use the previous estimate ||V¢§H2 = O(Be PV =V(20))) to absorb

L2 (%)
AR
the exponential error term in the prefactor O(3726(3)2). Combining these two estimates, we

obtain

A = SIVUR I g, (1 OULaURIR ) +0 (576(6)))

(4) 2
_ o BV (20)) vy det V2V (20) ,
—c 3 A 1+ 0B
i, 27 (|V§Z)’%a(i)) |det V2V (2;)] [ (ri(8))]

(1+0(871(8)™)

[ (i) >
_ o BV =V (20)) 1| det V2VI(20) 11 0 ) (1:(8) + 8-16(3)-2
) _gm:m2w<1>(|u¥>yla<z‘>) vy L0 () + 706 7)] |

We note that, according to (2.96)

B15(8)72, al = 400,

+ 1(5 1 .
r(B)+ B75(8) { JBS) + 555)2 + -1 o) < oo

This concludes the proof of Theorem 2.17 upon applying the comparison principle for Dirichlet
eigenvalues (see Proposition 2.33). O

We conclude this chapter by giving the proof of two key technical results.

Appendix 2.A: Proof of Proposition 2.27

We prove Proposition 2.27 in this appendix.

Proof of Proposition 2.27. To simplify the presentation, we provide the construction assuming
that z; is the single critical point of V' close to the boundary. Since the construction is
local, and critical points of V' are isolated because of the Morse property, our proof can be
straightforwardly adapted to the case of multiple critical points.
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Because {13 may be viewed as the positive superlevel set of the signed distance function,
namely
Qp = 0q, (0, +00),

a natural approach is to construct the extended domain QE’ p 88 the positive superlevel set of a
local perturbation of o, around each z; close to the boundary. This is roughly this construction
we perform. However, making this precise requires some technicalities to ensure the regularity
of the boundary level set. For visual reference, the construction of the extension Qg o 18
sketched in Figures 2.6a and 2.6b.

Let us assume for simplicity that z; = 0 is the only critical point of V' close to the boundary.
We consider the signed distance functions fz to 9Qg, gg to dB(0,6(8)), and hg to the half-

space OE() (O\‘}% + ,0(5)). Since Qg = fﬁ_l(O, +o0) and B(0,d(5)) = gﬂ_l(O,+oo) are smooth
and bounded domains, there exists rg > 0 such that fg, gg are C* respectively on {|f3| < 73}

and R?\ {0} (see for example [137, Lemma 14.16]) whereas hg as an affine map is smooth
on R%.

The zero level-set of the function fz V (g3 A hg) coincides with the boundary of the set

N0

B(0,6(8)) N EY (\/B - p(/s))] .

o+ ._
Q@p = Qg U

It satisfies (2.61), the inclusion Qg C @E , and is bounded, but is generally not smooth.

To enforce the regularity of the extended domain, we work with smooth versions of the min

and max functions, constructed as follows. Take any £ > 0 and let aX € C*(R) be such

+

that |z| < af (z) < |z|+e¢, and |z| —e < a2 (z) < |z|, with moreover aX(z) = |z| for all |z]| > .

13
Define i( )
r+yta(zx—y
mz(z,y) = 5 ;

which are smooth functions on R? satisfying the inequalities:
a:/\yém;(a:,y)gzc/\y+g, w\/ygmj(a:,y)éx\/y—kg, (2.106)
with moreover
VY (x,y) € R? such that |z —y| > ¢, m_ (z,y) =x Ay, mI(z,y) =z Vy. (2.107)

We introduce a temperature-dependent parameter €o(5) > 0, which will be reduced several
times in the following proof. In order not to overburden the notation, we sometimes omit the
dependence of g on 8. We then define:

Ogyg = m;:t)(fﬁa ma_o(gﬁv h,@))
From (2.106), we have by construction that:
fa V(g8 Nhp) < 0ey < SV (98 N hg) + €0(B), (2.108)

We will prove that, if §(3) > a® /\/B+p() (which holds in the limit § — oo according to (H2)
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and (2.60)), then for a sufficiently small £¢(/3), the function o, is smooth on a small outward
neighborhood o' (—20(/3),0) of its zero level set. Let us first write oo, = mZ (f35,%s,), where
we define 1., = m_ (gg, hg). The claimed regularity follows from the following observations.
The function 1., is smooth on R? for g4(8) < 6(8) — a?/\/B — p(B): by the regularities

of m_,, fs and gg, it is enough to check that 1, is smooth at 0. But hg(0) = 0\‘/(% + p(B)

and g3(0) = 8(8), so for 0 < eo(8) < 8(8) — al)/\/B — p(B) it holds hs(0) < ga(0) — 2(8)
and v, thus coincides with hg in a neighborhood of 0 by (2.107), and is therefore smooth at 0.

Furthermore, the rightmost inequality in (2.106) implies the inclusion

0, (—€0(B),0) € (f5 V ¥e) ™' (=3e0(8)/2,0),

and so it suffices to show the smoothness of o, over this larger set. To achieve this, let z €
(fs V =) "1 (—320(B)/2,0), and distinguish between four cases.

o Case 1, (x) > fa(x)+eo(B). Then, o, coincides with 1), in a neighborhood of =, and
is smooth at z.

o Case fg(x) > 1 (x) +€0(B). Then, 0., coincides with fg in a neighborhood of z, and
is smooth at x provided 3e¢(3)/2 < 7.

o Case 1, () < f3(2) < Yoo (2) +0(B). Then, fz(z) = fz(x) Vb () € (—320(8)/2,0),
thus f3 is smooth at x, and likewise o, provided 3¢¢(3)/2 < rg.

o Case ¢z (x) —e0(8) < fp(2) < heo(w). Then ¢y (2) € (=3e0(5)/2,0) and fp(x) €
(—5e0(B)/2,0). It follows that fz and therefore o, are smooth at = provided 5e¢(3)/2 <

7“5.

We now assume here and in the following that £9(3) < min{2rs,s(8) — O\‘;B) — p(B)}, and

that (3 is large enough so that £9(3) can be chosen to be positive. The regularity of o,
on o' (—&0(83),0) allows for the construction of a smooth extended domain, as follows. By
Sard’s theorem [295], there exists £1(3) < eo(8) such that the level set o7 '{—1(8)} contains

no critical points of o.,, and hence defines a smooth hypersurface of R? by the implicit function

+

theorem. Therefore, the superlevel set 23 pr

= 0., (—e1(B), +00), is a smooth open domain
satisfying:

(f5V (95 A ha))"H(—er(B), +00) S QF . C (f5V (95 A hp)) " (—€1(8) — €0(B), +00),

where we used the inequality (2.108). It follows that Qg et

hs)) =10, +o00) = Q;ip 2 Q3. Note that our construction (and in particular Sard’s theorem)

is bounded and contains (fzV (g5 A

implies the existence of an appropriate £1(3) < eo(8) for any £¢(3) > 0 sufficiently small, and
so the existence of a smooth extension 2z C ng ey Temains valid upon further reduction

of g9(B).

At this point, we will show that we can fix 5y > 0 to be sufficiently large and £ () sufficiently
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small so that the inclusion

o a® —w [ a®
Opeo 2:3(0,5(@—280(@)013(”( +p</3>+so</s>)\E”< +p<5>>

(2.109)
C{fs+eo(B) <hg<gpg—-eo(B)}

holds for all 8 > By, where E® denotes the closure of E®). The purpose of (2.109) is to
locate a set on which the geometry of the modified domain may be modified to enforce (2.61).
Let us check that taking £o(8) < M < @ suffices to ensure (2.109). Let z € Og,:

from = € B(0,3(3) —2¢0(B)), we get gg(x) > 20(8), and from = € EO) (i‘}% +p(B) + 60([3)> \

@ (o\z% + p(6)>, we get —e0(3) < hg(z) <0, whence Og .5y C {—¢c0(8) < hg < gsg—eo(B)}-

From z € B(0,6(8) — 2¢0(8)) \E(i) (% +p(ﬁ)>, we deduce by (H2) that = ¢ Qg, with

d(x, 082 \ B(0,0(B))) > 220(B),

furthermore:

NO!

=

d (x,005 N B(0,6(8))) > d <m,aE<i> ( + 7(,6))) > 2¢0(8),

where the last inequality is obtained using p(8) — v(8) > 2¢¢(8) and x ¢ EY (‘i‘}% + p(ﬁ)).
Thus fg(x) < —2¢9(5), so that Og ., C {fz < —2e0(B)}, and

Opeo Cifp < —2e0(B)} N{—¢c0(B) < hg < gp—<o(B)},

from which (2.109) follows easily.

We assume at no cost of generality upon taking Sy once again larger that for all 8 > Sy, it

holds 6(8) > &7 + p(8), 8(5)/4 > p(B) = 7(8) > 0, and

£0(8) < min {grﬁ,a(ﬁ) _a¥ ,M} _

N p(B) 5

The previous construction can still be performed for this potentially smaller £y(/3), upon
accordingly updating €1 (/3). Furthermore, from the inclusion (2.109) and (2.107), the boundary
of the so-constructed set Qgp 1(8) locally coincides with the hyperplane:

; al®
Ep,a(ﬂ) N 05,50 = 8E( ) (\/> + p(ﬁ) + 51(5) N 05,50.

[)9)
s

The last step in the construction consists in indenting this hyperplane locally in Og ¢, so

that it coincides with 9E® <a(l) + p(ﬁ)) inside B (O, %5(@)
NG
This indentation amounts to setting:

af = [m

Foern) \ O] U [UOHE 0 Opc0 ]
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where H(ﬂi) is the hypograph:

N0
VB

”Hg) = {(x,ﬂc') ERxR¥: g < +p(ﬁ)+61(ﬁ)77(|95/|)}a

with n € C°(R), 0 < 7 < 1 is chosen such that:

2 i 2
n(j]) =0, for [o/|2 < 2B — (‘i}ﬁi + p(B) +el(ﬂ)> ,

., ) (2.110)
w) =1, for [/ > (6(8) ~ 3=0(3)° — (43 + p(8) +21(6) )
In the second line, one could possibly replace 3eq(53) by (2+t)eo(/3) for some other ¢ > 0. This

is related to the fact that Og., C B (0,(5) — 2e0(B)) by (2.109).

The requirement (2.110) places additional constraints on €o(5) (and thus on £1(/3)). Namely,
2
one must ensure that 25 > (201 1 5(5) + 21(69) ), and that (3(5) — 320(8))* > “6, which

f
lead to the condition 0 < €1(8) < go(f) < min {6(25) - % —p(B), 5()}. It is then easily

6
checked that the first condition on 7 in (2.110) ensures the property (2.61), and the second
the smoothness of QE

Therefore, choosing 5y > 0 sufficiently large, o(5) sufficiently small and 0 < £1(8) < €o(53)
such that QE -, 1s smooth, we have shown, since O, is bounded and disjoint from (g (which
follows from (H2)), the inclusions 23 C Qg and (2.61), as well as the boundedness of Qg

To construct the included domains QE C Qg, one can perform precisely the same construction,
working instead on the open complement R¢ \STﬁ, which satisfies a symmetric version of
Assumption (H2) for each z; such that a” < 400. Denoting the resulting extension by R% \

NG
zi + B0 (\/B - P(ﬁ))]

Q5 C Qg’c, which by construction satisfies the condition

B (z ;5(5)> N, =B (z ;5([3)) AR\

for each i such that o < +o0, we define
05 =R\ Q*vc

and indeed recover equation (2.61) for 5 C g, which is also clearly bounded. O]

Appendix 2.B: Proof of Proposition 2.36

We prove Proposition 2.36 in this appendix.

Proof of Proposition 2.36. Up to a translation by zo and considering instead f(z) = f(z) —
f(zo) and g(z) = g(z)/g(z0), we may assume without loss of generality that zo =0, f(0) =0

and ¢g(0) = 1.
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(a) Schematic representation of the boundary of the extended domain GQZ in the case a¥ < 0.

oB(.5(9)

(b) Enlarged view of the construction in the rightmost region of interest.

Figure 2.6: Schematic representation of the extended domain Q;g satisfying (2.61), depicted here in
the vicinity of z;, a critical point close to, but outside, the boundary of 9€3.
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Let us denote by Q := V?£(0) the Hessian of f at the minimum, which, according to (L3),
is bounded from below by € > 0. We make use of the following Taylor expansions, which are
valid in view of (L2):

1 1 [t
f@) = 527Qu+ Ry(e),  Rylw) = 5/0 (1—1)2D3 f(tz) : 22 dt, (2.111)

g(x) =14+ 2TVg(0) + Ry(x), Ry(z) = /01(1 — )2TV3g(tz)z dt. (2.112)

Let 6 > 0 be such that B(0,d) C K, which exists since xg € K. We may furthermore assume
(upon possibly reducing d), according to (2.111), that for some C > 0,

1
Ve B0,6),  f(@)=2 Gl |R@)<ClP, [Ry(a) <Claf (2.113)
In addition, by (L3) and the compactness of K:

= ' . 2.114
V= o f(x) >0 ( )

Then, using the inclusion (L1):

/ M@ g(2) da
Ax\B(0,9)

since g is integrable on K by (L2).

< e Mgl pige) = Oe™™),

It remains to estimate
I(\1) ::/ e M@ g () da,
AANB(0,6)
for which we introduce the following parametric integral, for 0 < ¢ < 1:

I(\t) = / e_’\(%xTQx“LtRf(”C))g(a;) dz.
A,\ﬂB(O,&)

The role of t is to interpolate between the quadratic approximation of f around the minimum
and f itself.
From (2.113) and (L3), we deduce that ¢ = min{Z,€/2} > 0 is such that

1-1¢

1
Vze B(0,0), VO<t<1, ixTQ:L‘ +tRs(x) = 2TQx + tf(x) > c|z|?. (2.115)

We then write, by Taylor’s theorem:

oI 1921
IO,1) = 10,0) + 5 (0,0) + /O SO -,
with

"1 k (327 Qz+tR(x)) k
W()‘at) =(=}) e "\2 )Ry (x)"g(x) dw.
A,\ﬂB(O,(S)
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We can then estimate, for k = 2, in view of (2.115):

0%I
@(Avt)

< 0o )\2/ el R ()2 dz
91l o (B(0,6)) B05) 7()

(2.116)
< K)\Q/ el 3(6 4z = AmEONTY),
B(0,6)
uniformly in ¢ € (0,1), where we used the change of variables y = v/Az to obtain the last
equality. It follows that

I+ (,)t} (A, 0) + A" 20\,

The bracketed term may be rewritten as a Gaussian expectation:
[ oI

I\1) = [ o

I _
* o

= e A3eTQe (] _ T z)dw
Joo=/f (1= ARy(2) g(a)d

_ (2;) " det O 3E [(1 - AR{(G/VAN)) 9(G/V N Lge i npovis) -

where G ~ N (0, Q71). Before estimating the expectation, we write the following expansion
allowed by (L2):

293 4 Ry(x), \Rf(x)) < Clz|*on B(0,0), (2.117)
which, together with (2.112), gives almost surely:

(1 - ARf(g/ﬁ)) g(G/V) = (1 A

ZDPf(0): 6% - M@(g/ﬁ))
x (1+A72G7Vg(0) + Ry(G/VN))

— 142 [QTVg(O) - éDS £(0) : g3

+2718(G,N).
A straightforward computation and estimation using the bounds (2.113) and (2.117) shows
that there exist K, A\g > 0 such that, for all A > Ag, it holds, almost surely,

[5G, 3| < K (1+19]).
In particular E[|S(G, \)|] = O(1) in the limit A\ — oo. It follows that

E [(1 — )\Rf(g/\/X)) g(g/ﬁ)lgeﬁAmB(O,ﬁ&}

=E[(1+A72P(9)) lgear| +E[(1+ A 2P(9) (Lgeysa,nponms — loeax )| + OO,

where P(G) = GTVg(0) — ¢D3f(0) : G*3 is a polynomial involving only odd moments of G
By symmetry, the first term in the sum is then given by:

E [(1+ A2 P(G))1geas | = {P(g € Aoo) if Ay =

_A007
) (2.118)
P(G € Ax) (1 + (’)()\_5)) otherwise.
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We are left with the task of estimating

’E {(1 +A72P(G)) (ﬂggﬁAmB(o,\@;) - ﬂgeAW)} ‘ <E Hl + )\_%P(g)’ lgeﬁA)\\B(O,ﬁé)}

+E Hl + )\*%P(g)’ ‘ﬂgeﬁA,\ — ]]‘geroH .
(2.119)

By a standard Gaussian decay estimate and the second condition in (L3), the term
-1 — 252
E[[14+ 272 P©O)|Lgeymansovin] = Ol #)

is negligible with respect to A~!. Noting that ﬂgeﬁAAAAoo = ‘lgeﬁfh — lgea,,

, we further
obtain by a triangle inequality

E [[14+A72P(G)| |1geysa, — loean|] <P (G € VAALAAL)+E N2 P(G)1ge 5a,an. ]

The term e(\) =P (g € ﬁA,\AAOO) = 0(1) by Assumption (L4).
Let us show that E {)\7% |P(g)|1geﬁAAMoo] = O(A7!). Decomposing this term, we obtain

E [)\5|P(Q)HL

_1
TE {A PO gevaannn 1P<g)|>ﬁ]

<P (G € VAMLAL) +E [A—%P(g)m

gE\/XA/\AAooIllP(gNg)\%

|P<9>|>A5]
(2.120)

Furthermore, since P(z) is bounded by Cy f|z|? for some constant Cy s > 0 outside of a
compact set, it holds, for sufficiently large A, that

E[\3P@) ] < CyE [Aﬂgm } — O(A B — o,

(2.121)

1 1
|P(G)|>A2 G3>C ;A2

by a Gaussian decay estimate.

In view of (2.87), and collecting the estimates (2.116), (2.118), (2.119), (2.120) and (2.121)
we conclude that

da
9 &
I 1) = <;> " det Q7HP(G € Awe) (14 O + OE(N) + O ) La s a.).
which gives the claimed asymptotic behavior (2.87). O

Note that the same strategy of proof can be deployed to compute higher order terms in the
asymptotic expansion.
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Chapter

Shape optimization of metastable states

He move in space with minimum waste and maximum joy.

—Sade Adu & Ray St. John, Smooth Operator, 1984

Abstract. The definition of metastable states is a ubiquitous task in the design and
analysis of molecular simulation, and is a crucial input in a variety of acceleration
methods for the sampling of long configurational trajectories. Although standard
definitions based on local energy minimization procedures can sometimes be used,
these definitions are typically suboptimal, or entirely inadequate when entropic
effects are significant, or when the lowest energy barriers are quickly overcome
by thermal fluctuations. In this work, we propose an approach to the definition
of metastable states, based on the shape-optimization of a local separation of
timescale metric directly linked to the efficiency of a class of accelerated molecular
dynamics algorithms. To realize this approach, we derive analytic expressions for
shape-variations of Dirichlet eigenvalues for a class of operators associated with
reversible elliptic diffusions, and use them to construct a local ascent algorithm,
explicitly treating the case of multiple eigenvalues. We propose two methods to
make our method tractable in high-dimensional systems: one based on dynamical
coarse-graining, the other on recently obtained low-temperature shape-sensitive
spectral asymptotics. We wvalidate our method on a benchmark biomolecular system,
showcasing a significant improvement over conventional definitions of metastable

states.

3.1 Introduction

Molecular Dynamics (MD) [7, 220] is one of the workhorses of modern computational statistical
physics, enabling the exploration of complex biomolecular systems at atomistic resolution. By
numerically integrating equations of motion, MD generates trajectories that sample the system’s

158
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configuration space according to target statistical ensembles, typically the Boltzmann-Gibbs
distribution relevant to canonical (NVT) or isothermal-isobaric (NPT) conditions. Understand-
ing phenomena such as protein folding or conformational transitions between functional states
hinges on accurately capturing these dynamics over biologically relevant timescales. However,
the inherent separation of timescales characterizing transitions between metastable states
often presents significant computational challenges, motivating the development of enhanced
sampling and analysis methodologies to efficiently probe rare events.

In this work, we are concerned with the definition of these metastable states. It is often
convenient to associate with a given local minimum of the energy function its basin of attraction
for a zero-temperature dynamics. Although this procedure, which provides a natural and
numerically convenient definition of metastable states, is often unsatisfactory, for instance in
many biological applications where the energy landscape displays many local minima separated
by shallow energy barriers. In this setting, one seeks alternative, better descriptions, often by
replacing the energy with the free energy associated with a given reaction coordinate. In this
work, we provide a general and principled approach to define “good” metastable states, using
techniques of shape optimization originally developed for problems in continuum mechanics.
More precisely, we optimize the boundary of configurational domains in phase-space, with
respect to a certain spectral criterion relating the shape of the domain with so-called quasi-
stationary timescales within the state. One of the motivations of this work is to maximize the
efficiency of a class of algorithms aimed at sampling long, unbiased molecular trajectories, an
example of which is discussed in detail in Appendix 3.B below.

Dynamical setting. To formalize this problem, we first specify the class of models we
consider for conformational molecular dynamics, namely reversible elliptic diffusions. More

precisely, we consider in this work strong solutions to the stochastic differential equation (SDE)

AdX; = |—a(X)VV(X;) + ;div a(Xt)} dt + \/ga(Xt)lﬂ dws, (3.1)

where a : R? — R4 is a symmetric positive-definite matrix field, VV : R — R¢ is a locally
Lipschitz vector field which is the gradient of a potential V : R? — R, diva denotes the
row-wise divergence operator, and W is a standard d-dimensional Brownian motion. The
usefulness of the dynamics (3.1) comes from the fact that it is reversible, and thus invariant,
for the Gibbs probability measure

p(dx) = Zlﬁe_ﬁv(m) dz, Z3 = /Rd e PV,
which is the configurational marginal of the canonical (NVT) ensemble at inverse tempera-
ture 8 = (kp#) ™' (where kp is Boltzmann’s constant and 6 is the temperature)— provided Zs
is finite, which we will always assume. As such, it may be used to sample the NVT ensemble.
The case a = Id corresponds to what is known as the overdamped Langevin equation. As all
the dynamics (3.1) sample the same target measure, the free parameter a can be optimized to
accelerate various metrics associated to the efficiency of MCMC samplers, see [226, 232, 86].
In this work, we consider the problem of sampling trajectories of (3.1), with a fixed. The dy-
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namics (3.1) also arises as the Kramers—Smoluchowski approximation, or so-called overdamped
limit, of the kinetic Langevin dynamics, defined by the SDE

dgj = M~'p] dt,

Y Y ar—1,,Y 2y 2 2 3.2)
dp] = —VV(q)) dt —AD(q) )M p] dt + [ =% (q7) AW,

g
where the momentum process p; takes values in R, W, is a standard d-dimensional Brownian
motion, V is as in (3.1), and M € R?*? is a positive-definite mass matrix (typically a diagonal
matrix with entries equal to the atomic masses in the system). The matrix fields I', S : R —
R¥¥4 define fluctuation and dissipation profiles. They are assumed to be non-degenerate, and
to satisfy the fluctuation-dissipation condition X" = I', which ensures that the Boltzmann-

"M p+V(9) dpdgq is invariant under

Gibbs distribution with density proportional to e=AGP
the dynamics. The parameter v > 0 modulates the rate of momentum dissipation, and in
this context, the matrix field a = I'"! arises naturally as the limiting diffusion matrix in
the large friction regime. More exactly, it can be shown that the finite-time trajectories of

the time-rescaled position process (¢, )o<t<r converge to solutions (X¢)o<s<r of (3.1) in the

-1
limit v — 400, see for example [177], with a =~ = (EZT) .

In most MD packages, the Langevin dynamics (3.2) is implemented with I' = M, in which
case a = M1 in (3.1). We therefore use (3.1) as a model of the underlying underdamped
Langevin dynamics with which simulations are typically run, keeping in mind that any
timescale inferred at the level of the dynamics (3.1) should be divided by a factor v to obtain
the corresponding timescale for the underdamped dynamics, in order to account for the

rescaling involved in the Kramers—Smoluchowski approximation.

The infinitesimal generator of the evolution semigroup for the dynamics (3.1) is the operator

1 T 1 1
Lg= (—aVV + —div a) V+=a:V:=="div (e #Vav.). 3.3
In an appropriate functional setting (see Section 3.2.1 below), it can be shown to be self-adjoint
with pure point spectrum.

Local metastability and quasi-stationary timescales. The main difficulty in sampling
long trajectories from the process (3.1) (as well as from (3.2), for that matter) is the phenomenon
of metastability, which often arises from the presence of energy wells separated by high-energy
barriers (relative to the characteristic thermal fluctuation scale 371), or from entropic traps,
see [233, Section 1.2.3]. More generically, this phenomenon can be understood as the presence
of subsets of the configuration space in which the dynamics resides for long times before
abruptly transitioning and settling in the next metastable state. This property is characterized
by the existence of a separation of timescales between intra-state fluctuations and inter-state
transitions. In full generality, there may be a hierarchy of timescales, corresponding to states,
superstates (energy superbasins), etc. In the local approach to metastability, one fixes such
a subset Q C R?, and studies local dynamical properties of the system inside Q. A central
object of interest in this study is the quasi-stationary distribution (QSD) of the dynamics
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inside €2, which formalizes the notion of the local equilibrium that the dynamics reaches
inside €2, provided it remains trapped for a sufficiently long time. More formally, the QSD
inside €2 for the dynamics (3.1) is defined as a probability measure v € P;(Q2) such that, for
any A C 2 measurable,

V(A):/QIP’QJ(XtGA\T>t) v(de),  r—inf{t>0:X, &0},

Under mild assumptions on €, V and a (see [206] and Assumptions (Ell), (Reg) below), the
QSD is unique, and coincides with the Yaglom limit:

V(A) = lim ,ut,x(A)v Ht,:{:(A) =Py (Xt €A ‘ T > t) ’ (3'4)

t—o00

for an arbitrary initial condition x € 2.

From this definition alone, it is not entirely clear which domains {2 correspond to metastable
states. A natural albeit informal answer to this question is to require that for most visits
in Q, convergence to the QSD in (3.4) occurs much faster than the typical metastable exit
time E,[r]. This definition suggests a quantitative measure of the local metastability of a
given domain €2, namely the ratio between the metastable exit time and the convergence time
to the QSD. Moreover, these timescales can be analyzed by relating them to the eigenvalues of
the operator (3.3), endowed with Dirichlet boundary conditions on 9f). Indeed, on the one
hand it is shown in [206, Propositions 2 & 3] that the QSD in 2 has an explicit density in
terms of the principal Dirichlet eigenfunction u;(Q2) of L3 in §:

Lour(Q) = =M (Qui(2)  inQ,

v(dr) = Z7Le PV @y (O0)(2) da,
(dz) = 73}, () o e

and that the exit time starting from the QSD is an exponential random variable with rate A1 ()
and independent from the exit point: for all Borel sets A C 99, it holds

P,(r >t X, € A) =e NP, (X, € A). (3.5)

In particular, the expected exit time from the QSD (or metastable exit time) is given by E, [r] =
1/A1(€2). In fact, for regular domains, the law of X, starting under v is also explicit in terms
of the normal derivative of the density % on 0R, see the proof of Proposition 3 in [206].

Moreover, on the other hand, bounds on the total variation distance between p;, and v
are also available in terms of the spectral gap \2(€2) — A1(£2). Namely, a spectral expansion
argument (see the proof of [305, Theorem 1.1]) shows that there exists C(x),t(z) > 0 such
that

Ay (pr2,v) < C(z)e 2= 2 () Vit > t(z), (3.6)

where dpy denotes the total variation distance between two probability measures: dpy (7, p) =

sup |7(f)—p(f)]. The restriction of the estimate (3.6) to times larger than ¢(z) is technical,
I flloo<1
and is related to the lack of regularity of p, = d,. If one considers initial conditions with

sufficient regularity, a similar estimate holds for all £ > 0. It can be shown, e.g. by taking Xy ~
Ce™ BV (u1(Q) 4 eua () dx for some appropriate C, e > 0, that the rate Ao () — A1(Q) in (3.6)
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is sharp, and therefore corresponds to the asymptotic rate of convergence of 1, to v.

In view of the above discussion on the exit rate A;(€2) and the convergence rate to the
QSD A2(Q2) — A1(£2), a natural measure of the metastability of the dynamics inside §? is given

by the ratio:
A2(2) — A1 (2)

N*(Q) = W)

(3.7)

In this work, our aim is to optimize the shape of the domain € in order to make N*(2) as large
as possible, see problem (3.8) below. The quantity N*(£2) has been identified in [334, 268] as a
“scalability metric” associated with a given definition of metastable state €2, which quantifies
the efficiency of a class of accelerated MD algorithms, the so-called “Parallel Replica” methods.
We discuss the link between the separation metric (3.7) and the Parallel Replica method in
Appendix 3.B below.

Beyond the family of Parallel Replica methods, the other accelerated MD methods developed
by Arthur Voter (see [332, 312]) also rely on definitions of metastable states, and a separation
of timescales hypothesis within these states. Although our main motivation stems from
algorithmic efficiency concerns, we stress that other, more theoretical motivations lead one to
consider the problem (3.8). It is indeed expected that identifying highly locally metastable
domains (in the sense of a large separation of timescales) leads to configurational dynamics
amenable to approximation by various simpler, discrete-space dynamics, such as Markov
jump processes. The quantity (3.7) has for instance been identified as the key approximation
parameter in an approach to reduced-state dynamics using Markov renewal processes (see [13]).
It is therefore of more general interest to investigate how much freedom one has in defining more
general states than simple energy basins, and how to ensure a large separation of timescales.
Let us finally mention that the case V' = 0, which amounts to maximizing the ratio of the first
two Dirichlet eigenvalues of the Laplacian, also arises in the field of spectral geometry as the
Payne—Polya—Weinberger conjecture, see [263, 18].

We consider the shape-optimization problem

max N*(Q), S = {Q c R? bounded, Lipschitz and connected} . (3.8)
The optimization problem as formulated in (3.8) is typically not well-posed. Whenever the
operator (3.3) acting on L?(R?, v(dz)) has compact resolvent, a simple argument involving the
sequence of domains €, = Bga(0,n) shows that A (Q,) 2= 0 and Az(2,) == Xo(R%) > 0,
so that there is generically no bounded domain maximizing (3.7). This situation is somewhat
standard in the numerical optimization of eigenvalue functionals, and well-posedness is generally
only obtained upon imposing various normalizing constraints on the design variable. In
this work, we address practical methods to numerically optimize N* locally around a given
domain €, and we make no attempt to solve the optimization problem (3.8) globally. We
therefore look for local maxima of N*().

More precisely, it has been observed (see [268] or Figure 3.9b below for a simple example)
that the shape optimization landscape for the separation of timescales typically displays local
maxima around single energy wells (which we define loosely as domains containing a local
energy minimum zg, and an energetic neighborhood of several s thereof), i.e. domains for
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which arbitrary perturbations of the boundary locally decrease the separation of timescales.
This numerical evidence is also supported by theoretical results, see [50, Section 3.3] or
Section 3.4.2 below.

Main contributions of this work. In this work, we introduce a novel and principled ap-
proach to the definition of metastable states in MD. In so doing, we make several methodological

advances.

o We introduce the spectral criterion (3.7) and link it to the efficiency of Parallel Replica

dynamics.

o We provide in Theorem 3.2 and Corollary 3.4 explicit expressions for shape variations of
Dirichlet eigenvalues of a large class of diffusions. These formulas also cover the case of

degenerate eigenvalues.

o We define a robust steepest ascent method (Algorithm 3.5) to optimize N*(Q2) in low
dimension, taking in particular account the degeneracy of the eigenvalues, and adaptively
selecting an ascent direction accordingly.

o We propose two projection techniques to adapt the algorithm to high-dimensional
problems. One is based on a coarse-graining strategy, using a collective variable. The
other is based on exact, shape-sensitive spectral asymptotics obtained in the recent
work [50].

o We validate our methods with numerical experiments, which demonstrate the interest
of the approach on various problems of increasing complexity, including a biomolecular

system.

Outline of the work. In Section 3.2 we present our main theoretical results, Theorem 3.2
and Corollary 3.4, which form the basis of our numerical method. In Section 3.3, we describe
the ascent method using the results of Section 3.2. In Section 3.4, we discuss two practical
methods to approach the shape-optimization problem in high-dimensional systems, which is
the standard setting in MD. In Section 3.5, we present various numerical results to validate our
methods. Some conclusions and perspectives are gathered in Section 3.6. Finally, we conclude
this work with two appendices: Appendix 3.A, in which we give a full proof of Theorem 3.2,
and Appendix 3.B, in which we discuss the relevance to the Parallel Replica algorithm.

3.2 Main results

In this section, we present the main theoretical results which form the basis of our optimization
method. In Section 3.2.1, we introduce various notation and useful notions. In Section 3.2.2,

we state our main result, before proving a reformulation in 3.2.3.
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3.2.1 Framework and notation

Assumptions on V and a. We assume that the diffusion matrix a is locally elliptic: for
any compact set X C R,

Jeo(K) >0: u'a(z)u > eq(K)|ul? Vu € RY, for almost all 2 € K. (E)
We also assume that V and a have locally bounded derivatives up to order 2:

Ve Wliso (Rd) , a€ W120’°°(Rd; My). (Reg)

C

Functional spaces. Throughout this work, we consider the following Hilbert spaces, defined
for an open Lipschitz domain Q c R¢ by

L%(Q) = {u measurable

2 . 2 —BV
Julfy @ = [ u?e™ < oo},

(3.9)
HEQ) = {u € LE(Q)|0"u € L3(), V]| <k},

where 0% = 0g!...07¢ denotes the weak differentiation operator associated to a multi-
index a = (ay,...,aq) € R% For the flat case (i.e. when V = 0), we simply write L2(Q)
and H*(Q). As in the flat case, H&B(Q) denotes the HE(Q)—norm closure of CZ°(92).

If Q is bounded (which will be the case in the following) and for any k € N, the sets H E(Q)
and H*(Q) are equal as Banach spaces, but are endowed with different inner products.

Lipschitz shape perturbations. For the purpose of studying shape perturbations of
eigenvalues, we introduce an appropriate Banach space of deformation fields. We denote
by WH(R% RY) (or simply W') the set of essentially bounded vector fields with essentially
bounded weak differential:

{0: R? - R measurable ] 16y = 161 oo (magey + V0l oo (asngy) < o0},

where R? is endowed with the Euclidean norm and where M denotes the space of d x d matrices,
which is endowed with the induced operator norm. For any finite-dimensional vector space F
and § € WH(R? E), 6 has a Lipschitz-continuous representative (see for example [121, Section
5.8.2.b, Theorem 4]). We will therefore identify throughout this work elements of W1 (R%; E)
with their Lipschitz representatives. The normed vector space (W5 || - |[y1.0¢ ) is a Banach
space, and due to Rademacher’s theorem, § € W1 is differentiable almost everywhere. We
use the convention (V6);; = 0;0;, so that V8 = DO' € R¥? is the transpose of the Jacobian

matrix.

The interest of this class of perturbations is the stability of the class of Lipschitz domains
under W shape perturbations, as formalized by the following result.

Proposition 3.1. Let Q C R? be a bounded, open Lipschitz domain, and k > 1. There
exists hg > 0 such that, for all € By, (0, hg),

Qy:=1d+0)Q={z+0(x),z € Q} (3.10)
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Figure 3.1: The standard framework of the Hadamard shape derivative: a reference domain 2 is
deformed into Qg defined in (3.10) following a perturbation field § € W*°. Regularity properties of a
shape functional J(2) are studied via those of the map 0 — J(Qg).

1s still a bounded, open Lipschitz domain.

We depict schematically the perturbed domain (3.10) in Figure 3.1. The proof of Proposi-
tion 3.1 relies on the fact that bounded Lipschitz domains are characterized by a geometric
condition in the class of so-called uniform e-cone conditions, which is stable under bi-Lipschitz
homeomorphisms. We refer to [75, Section III] for a proof of this result. Another straightfor-
ward but important property of this class of perturbations is that the composition mapping

{H&(ﬂw ~ Hj(9) 1)

v = vo Py,

where ®g(x) = = + 6(z), is a Banach space isomorphism for ||0]|yy1, sufficiently small, with

inverse vy — vg © @;1.

Spectral properties of the Dirichlet generator. We recall that the evolution semigroup
associated with the diffusion (3.1) is generated by the operator (3.3). Given a bounded open
domain §2, the Dirichlet realization of —L3 on L%(Q), also denoted by —Lg, is defined as the
Friedrichs extension (see [318]) of the positive quadratic form

1
Cr(Q) dur— —/ Vu'aVue PV,
B Ja

It is a self-adjoint operator with domain D(Lg) = {u € Holjﬁ(Q) : Lgu € L%(Q)} IfQisa
smooth domain, we simply have D(L3) = Hs 5(2) N H&ﬁ(Q).

Since D(Lg) C H& 5(§2) is compactly embedded in L%(Q), —Lg has compact resolvent, and
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its spectrum is composed of a sequence
0< )\1(9) < )\Q(Q) -

of eigenvalues with finite multiplicities tending to +o0o. We enumerate the spectrum with

multiplicity, and consider the following normalization for eigenvectors: for any integers 7, > 1,
/ ui(Qu; (e Y =6, (3.12)
Q

where for any k > 1, ug(Q2) € L%(Q) satisfies the eigenrelation —Lgug(2) = A\p(Q)ur(2). It
can also be shown that the eigenfunction associated with A\ (2) is a signed function wu;(€2)
(since |u1(2)| € D(Lp) is also a minimizer of the quadratic form), which is unique up to
normalization, and the Harnack inequality implies that u;(£2) does not vanish inside €.
Therefore, the orthogonality constraint (3.12) forces the principal eigenvalue to be simple,
ie. 0 < A () < A2(€2). Moreover, one can choose u1(2) to be positive in §2, which will be our
convention throughout this work.

Precise statements regarding the spectral properties of Lz will be given in the proof of
Theorem 3.2 below.

Shape perturbation analysis. In Section 3.2, we derive regularity results (Theorem 3.2) for
the Dirichlet eigenvalues of the generator —Lg with respect to Lipschitz shape perturbations.
To do so, we adopt the standard framework of shape calculus, considering mappings from

perturbations of the domain to eigenvalues
0 — \p(Q), Vk>1,

and obtain regularity results with respect to § € W1 > with explicit first-order formulas.

To illustrate the main difficulty when dealing with eigenvalues, we consider the following
two-dimensional example, which already gives insight into the infinite-dimensional situation.
Consider the following matrix-valued map R? — R2*? (which depends on two independent

parameters, and therefore lies outside the scope of analytic perturbation theory):

A(6) = (;Zl 2) SpecA(H):{j:\/H%—I—H%}.

Simple eigenvalues remain Fréchet-differentiable with respect to 6. One does not however have
Fréchet differentiability for degenerate eigenvalues (as 0 for # = 0 above), even if one is free to
choose the ordering of the eigenvalues. Indeed, there is no local parametrization of Spec A(f) as
the union of two differentiable surfaces in a neighborhood of § = 0: geometrically, it is a double
cone in R? with a vertex at § = 0. However, it is simple to see that, for a fixed perturbation
direction § € R2, the set Spec A(tf) may be parametrized as the union of two differentiable
graphs, namely ¢t — £¢|0|, and in this sense the degenerate eigenvalue is Gateaux-differentiable.
If one moreover orders the eigenvalues, one gets the parametrization ¢t — =+|tf|, and the
eigenvalues are again non-differentiable at ¢ = 0 (even in the sense of Gateaux), but only
semi-differentiable, with well-defined left and right derivatives. This is simply an artifact of
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the non-differentiability of the ordering map, which nevertheless is semi-differentiable on the
diagonal {(z,y) € R?: x = y}.

The case of the Dirichlet eigenvalues of —Lg is similar. Namely, for a degenerate eigen-
value \x(Q) of multiplicity m and a fixed perturbation direction § € W the spectral
cluster

{Nk40(Q9), 0 < £ < m, |t| small}

around A\, () depends differentiably on ¢, in a sense made precise in Theorem 3.2 below. It is
also the case that, if A\;(£2) is simple, then 6 — A\(£) has C'(W!>°)-regularity in a neigh-
borhood of 0, a property known as shape-differentiability. In both the simple and degenerate
cases, explicit formulas for the directional one-sided derivatives (and thus also the Fréchet
derivative in the simple case) of the ordered eigenvalues Ag/(€2g) with respect to 6 at 6 = 0 are
available for 0 < £ < m. These results justify formal computations (see Corollary 3.4 below),
generalizing those of Hadamard [146] for the Laplacian, and allowing for the identification of
shape-ascent directions for smooth functionals of the Dirichlet spectrum. This forms the crux
of our numerical method, see Section 3.3 below. The general strategy we follow was proposed
by Haug and Rousselet in [152, 153, 290, 154] for problems in structural mechanics.

However, besides the fact that the operators we consider here are different from those in [290,
154], the regularity results we prove are stronger than those derived in [152, 153, 290, 154]
(for instance, we show Fréchet-differentiability of simple eigenvalues in a W' *°-neighborhood
of = 0). These results require locally uniform-in-6 estimates throughout the proof, and we
therefore give a self-contained derivation.

Let us also mention the books [164, Section 5.7] and [163, Section 2.5] for a more pedagogical
and somewhat less technical approach than our proof in the case of the Laplacian, but which

only applies to the case of simple eigenvalues.

3.2.2 Shape perturbation formulas

Our main result is the following theorem, which summarizes the regularity properties for the
Dirichlet ordered eigenvalue maps 6 — A\(€29), with explicit expressions for the directional
derivatives at # = 0 in terms of a L% (©)-orthonormal basis of eigenvectors. Crucially, formulas
are still available in the case of degenerate eigenvalues.

Theorem 3.2. Let Q C RY be a bounded Lipschitz domain, and Mg () = Agro(Q) for0 < £ <m
be a multiplicity m > 1 eigenvalue for the operator —Lg on Q with Dirichlet boundary conditions.

(4)
Let (uk (Q))lgigm
satisfying the normalization convention (3.12). We recall that, for § € WH> (Rd,Rd), the
transported domain is denoted Qp = (Id + 0)Q2. The following properties hold.

be a basis of eigenvectors for the associated invariant subspace of L%(Q),

i) The map 0 = (Nese(Q0))g<pen i Lipschitz in a W -neighborhood of 6 = 0.

ii) Fir § € Wh>® (Rd,Rd>. There exist tg > 0 and m differentiable maps

(—to,tg) Dt — we(t), 1<4<m
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such that
{pe(t), 1 <l <m} ={ Ap1e(Qg), 0 <L <m}. (3.13)

Moreover, the set {u)(0), 1 << m} of derivatives at t = 0 is the spectrum of the

symmetric matriz M (0) wzth entries, for 1 < 1,7 <
1 i _
MEHO) = / Vul (@) (Va0 - aVe - V6" a) V) (Q)e
+ [3/ Vu () CLV’U,(J)(Q)diV (He_ﬁv) (3.14)

_ () /Q uD (@) (@)div (6.

iii) If \i(Q) s a simple eigenvalue, i.e. m = 1, then the map 6 — \i.(Qg) is CLOVV>;R) in
) If ple eig : : p ;
a WhH>®-neighborhood of 6 = 0.

In the expression (3.14) above, we use the shorthand Va '@ for the matriz with entries Zi:l 0004 .

Remark 3.3. Note that, from the second item in Theorem 3.2, the Gateaux right-derivatives of
the ordered eigenvalues can be deduced from the ordering of the eigenvalues of the matrix MF
defined in (3.14). Namely, for any 0 < ¢ < m, the right-derivative %)\k+é(Qt0)|t:0+ is given
by the ¢-th smallest eigenvalue of M*(0), counted with multiplicity. This simply follows
by comparing the first-order expansions of the eigenvalues given in (3.13). It may happen
that M**(6) has degenerate eigenvalues, in which case some eigenvalue branches are tangent
to one another, and A\;(€) remains degenerate to first-order in ¢ around ¢ = 0. Such a
situation is depicted in Figure 3.2 below.

As the proof of Theorem 3.2 is somewhat lengthy, it is postponed to Appendix 3.A below.

3.2.3 Revisiting eigenvalue derivatives as boundary integrals

The next result states that the components of the matrix (3.14) defining the directional
derivatives of a multiple eigenvalue have a simpler form, provided that the boundary has

sufficient regularity.

Corollary 3.4. Assume that Q is convex or has a C1'* boundary Then the components (3.14)

can be rewritten as the following boundary integrals for 1 <i,j <
)
Ok 1 6Ul(€) 8@6(] T T —BV
M;;"(0) = "3 oo On o (n an) (9 n) e Y, (3.15)

where n denotes the unit outward normal to 92 and % = Vu'n denotes the normal derivative.

Compared to (3.14), the form (3.15) is useful from the numerical point of view, since it does
not involve any derivative of the diffusion tensor a or of the perturbation field 8. As such, it is
the one we use for the purpose of numerical shape optimization, see Section 3.3 below.
Proof of Corollary 3.4. We fix 1 < 4,57 < m and for simplicity, we denote by u,(;)(Q) =
u, ug )(Q) = v and A\(Q2) = \. By standard results of elliptic regularity (see [144, Theorems
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Figure 3.2: Directional shape perturbation of the triple Dirichlet eigenvalue Ag(£2) in the direction 6.
The slopes of the Gateaux right-tangents (in black dashed lines) correspond to the eigenvalues of the
matrix M%*(0) (counted with multiplicity). In this case, the bottom eigenvalue has multiplicity two,
and two half-tangents coincide.

2.4.2.5 and 3.2.1.3]), the regularity of 002 or the convexity of {2 ensure that u and v belong
to H2(Q), so that Vu,Vv,0 € L?(09) by the Sobolev trace theorem, with furthermore,
since u,v € H} (),

Vu = me Vo = gzn in L2(00Q)%, (3.16)
where Vu, Vv are defined in L?(99) in the sense of the trace. We recall a Green-like identity
for f € HY(Q2) and g € D(Lp). In view of the following equality in L!(€2)

~div (fe?V avg) = ;fdiv (7 aVg) + 2V aVge

g g
1
= (fﬁgg + Bw%w) e AV,
the Green—Ostrogradski formula gives
1 1
3 /80 foavge V= /Qfﬁgg eV 4 3 /Q Vilavge PV, (3.17)

Applying (3.17) with f = T Vu and g = v, observing that 8T Vu € H'(Q) and using (3.16) as
well as the eigenrelation Lgv = —Av, we obtain

.
; - gzgznTQHHTn e AV = —)\/QQTV’U,U e PV 4 ;/QV (GTVU> aVve PV
— ) / 0T Vuve BV 4 L / Vu' Vo aVve PV
Q B Ja

—i—l/ 0" ViuaVve PV,
B Ja
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Applying this identity to (3.14) twice (exchanging the roles of u and v the second time), we get

- ; gugvnTanﬁTn e P
o0 On On

—A / 0TV (uv)e PV — A / wv div (67
Q Q

+ ; /Q HT (VQ'LLCLV’U 4 VQUCLVU) e_/BV + ;‘/QVUTCLV'U div (He_ﬁv) .

MR (0) = ; / Vu Va 6Vve Y v
Q

v

Note that the second line is equal to

—)\/Qdiv (uv@e_ﬁv) =0,

by the Green—Ostrogradski formula and the boundary condition u,v € HZ (). It then suffices
to notice that

div (VuTaVUHe_ﬂv) =07 (V2uaVU + V%aVu) e PV
+Vu'Va'0Voe PV + Vu'aVo div (967’8‘/) ,

to conclude that

1 2 Oou Ov
M) = = Vu'aVed ne BV — —/ = nTanfTne PV
ij (6) B Jaa B8 Joq On On
1 oudv + 1+ _
_ = el 0 BV
5 Joo m ann anf 'ne
as claimed. 0

3.3 Numerical optimization

Using the results of Section 3.2, we describe in this section an ascent algorithm to numerically
optimize smooth functionals of the eigenvalues of the Dirichlet generator £5. We first present
in Section 3.3.1 the discretization procedure used to solve the Dirichlet eigenproblem. In
Section 3.3.2, we describe the local ascent method we use, and detail the choice of ascent
direction in Section 3.3.3.

Throughout this section, we fix a smooth function J of £ € N* ordered Dirichlet eigenvalues,
which we seek to maximize:

oo *\k
énCaR)gJ()\l(Q),...,)\k(Q)), Jec ((R+) ,R).
By an abuse of notation, we also write the shorthands J(€2) := J (A1(2),..., Ax(R2)), 05, J(Q) =
O, J(A1(2),..., A (2)) for 1 <@ < k and denote by DJ(2;60) the Gateaux right-derivative at
point 0 of the map 6 — J (A1 (Qp), ..., Ak(Qp)), which exists by the second item in Theorem 3.2,
or its Fréchet derivative whenever it is defined.
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3.3.1 Finite-element discretization of the eigenproblem

The numerical method we propose is based on a finite-element (FEM) approximation of the
spectrum. As such, it is computationally affordable in the low-dimensional setting d < 3.
For higher dimensional systems, one may resort to a low-dimensional representation of the
dynamics, see Section 3.4.1 below where this is illustrated in a case when a good low-dimensional
collective variable is available.

Finite-element meshes. All the shapes we consider in this work are parametrized by
simplicial meshes. A mesh ¥ for a given polyhedral domain ) consists for our purposes of the
data

E=WT), V= (xi)lgigNV ) T = (Ti)lgz‘gNT )

N N
where V € (Rd) " is the set of 0-cells or vertices, and T € (Vd+1) " defines the set of d-cells,
namely triangles for d = 2 or tetrahedra for d = 3. We assume the usual finite-element method
(FEM) conditions on T:

Nt
Q=JcoT;, VI<i<j<Np, coTyNncoT; = 2, (3.18)
=1

where co (resp. co) denotes the closed (resp. open) convex hull. The set coT is the (closed)
d-cell associated with any T' € T .

Dirichlet eigenvalues are approximated using the following procedure.

Rayleigh—Ritz approximation of the Dirichlet spectrum. Given a mesh X, the
Rayleigh—Ritz method for the Dirichlet eigenproblem consists in performing the following steps.

A. Fix a finite-dimensional subspace Fy(¥) C H}(Q2), spanned by a set of basis func-
tions ®(¥) = (¢i)1<ijca,- A typical choice is the set of Py elements for the interior
vertices V N €. Another approach is to take Fy(X) C H'(f2) and enforce the Dirichlet
boundary condition by adding a penalization term to the weak formulation. We use the
latter method, which is implemented by default in FreeFem++ [155] (with the default
value of the penalization parameter).

B. Form the matrices

AE) = ([ volavose ) B = ([ v . (319)
Q 1<i,j<dx, Q 1<4,j<ds

In practice the integrals can be restricted to the set supp ¢; N supp ¢; = Unen;; co Ty,

where Nj; is a set indexing the cells on which both ¢; and ¢; are non-zero. Generally, the

integrals in (3.19) consist in the sum of integrals over only a handful of cells in 7", which

are approximated by quadrature rules. The resulting matrices are sparse, which makes the

computation of the bottom eigenvalues tractable with iterative methods.
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C. Solve the generalized eigenvalue problem (e.g. using a Lanczos algorithm) for 1 < ¢ < k:
AR we(B) = —M(D)B(D)we(E),  we(E) € R%=.

The Rayleigh—Ritz eigenpair ()\g(E),wg(E)T(ID(E)) can then be used as an approxima-
tion of the Dirichlet eigenpair (A(£2),u(Q2)). We denote by us(X) = we(X) T ®(X) the
approximated eigenfunction, and convene that the eigenvalues are listed in increasing order.

We also select the shape perturbation 6 (see Figure 3.1) in a finite-dimensional space W (X) C
W (R RY). In practice, we take W (X) C H(Q)? to be the finite-dimensional space spanned
by the set of Py vector-valued elements associated with .

We finally introduce the following notion of numerical degeneracy for Rayleigh-Ritz eigen-
values: we say that \/(X) has e-multiplicity m > 1 if

Ae(E) = A1 (3) Arrm—1(2) — Ae(3) Avrm(E) — Me(2)
o) o (D) Se< ()

3.3.2 Local optimization procedure.

The algorithm starts from the choice of some initial mesh-like open domain €y, with an
underlying mesh 3. The ascent algorithm used to solve (3.8) takes the following parameters

as input.

Parameter Description

Qo, X0 = Vo, 7o) Initial polyhedral domain and its mesh

E€degen > 0 Degeneracy tolerance parameter

Mmax = 2 Maximal degeneracy rank

Nmax > 0 Maximal step size

I<ax<xl1 Step size multiplier

Eterm > 0 Termination criterion tolerance

Mgraq >0 Gradient normalization parameter

Ngearch > 0 Number of search points in the degenerate case

Input parameters for Algorithm 3.5.

We proceed by iterating the following steps.
Algorithm 3.5 (Ascent iteration.). At step n > 0:
A. Approximate the k+ mumax + 1 first eigenpairs for 3, using the finite-element Rayleigh—Ritz
procedure from Section 3.3.1 above.

B. Identify an ascent direction 6,, € W(S,,) such that DJ(Sp;60,) > 0, where

DJ(56) = VI(D),..., \(D)) ' DAS36),  DA(S;6) = (DN(T:0)),

<i<k
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and where 5&(2; 0) is the approximation of the right-Gateaux derivative of \;(2) in the
direction 6 from step A., i.e.

_ 1 auZ(E) 2 T —BV T L.
DX;(%;0) = —B /852 o n'ane 0 ' n if A\i(X) has eqegen-multiplicity 1,

and otherwise is given by the £-th smallest eigenvalue of the matrix

(—1/ 8ua(2)8u7(2)nTan9Tne_ﬁv> (3.20)
6 o0 On On i—l+1<o,7<i—l+m

if Xi—e1(2) has egegen-multiplicity m > £ for some 2 < £ < Mpax. If Ni—g41(X) has €degen
greater than mmax, the iteration fails. The choice of 6, and its discretization are the crucial
features of the algorithm, and are made precise in Section 3.3.3 below.

C. Set the step size 1, = Nmax, and displace the vertices of the mesh via 17n+1 =V + 00 (Vn).
The geometry of the mesh in+1 is defined by the set of new vertices 17n+1, inheriting its
combinatorial structure from ¥,,. If in+1 is a valid mesh for a domain Qpy1, i.e. satisfies
the FEM conditions (3.18), set ¥,11 = A (in_i'_l), where A is a local mesh refinement
procedure designed to preserve meshing quality, namely the adaptmesh function from
FreeFem++. Otherwise, set n, < an, and repeat this step. For the sake of computational
efficiency and simplicity, we limit ourselves to a fixed mazximal step size Nmax, although
various other strategies to select ny, are a classical topic in numerical optimization, see [255,
Chapter 3.

D. Set n < n+1 and proceed from step A., unless the termination condition

—

DJ(En; Hn) < Eterm

is met. Other termination criteria are possible and are again a classical topic, see [255].

3.3.3 Choice of ascent directions

We now detail how to find ascent directions 6, in step B. of Algorithm 3.5. Following the
standard reading on numerical shape optimization (see for instance [6, Section 6.5]), we take a
“solve-then-discretize” approach. We first describe how to identify steepest ascent directions
at the continuous level (for both simple and multiple eigenvalues), and then make precise
the discretization procedure. For the purpose of this discussion, we assume to avoid undue
technical difficulties that 2 is a smooth domain and the coefficients a, V' are smooth, ensuring
by elliptic regularity that the Dirichlet eigenfunctions are smooth on €, and therefore smooth
and bounded on 0f2.

Case of simple eigenvalues. We first handle the case where each of the \;(2) have
multiplicity 1. In this case, according to Corollary 3.4, the differential of J with respect to the
perturbation @ can be expressed as a continuous linear form of the normal perturbation ' n
on 01, i.e.

DJ(9;0) = /6 60T,
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for the scalar-valued map ¢;(€2) defined on 992 by

k } 2
6,(Q) = —; S0 ((Q). - A (Q) (8“5519)> ]n—rane_ﬁv. (3.21)
=1

The vector field ¢;(Q)n is therefore the L?(9))-gradient of J with respect to 6, which
is why ¢;(€2) is also called the shape-gradient of J at 2. A natural approach to shape-
optimization is to approximate the L?(9€2)-gradient flow by an explicit Euler discretization,
setting © = (Id 4 7)€, where 0 is chosen so that GTn’aQ = ¢;(2). When using mesh-
discretizations of €2, two difficulties arise with this approach. Firstly, one must specify how
to displace the internal vertices of the mesh, or in other words how to extend ¢;(2)n to .
Secondly, the normal derivative n is an irregular field on the boundary of a mesh. In practice,
one observes that displacements of the boundary vertices along the mesh normal field leads to
rapid collapse in mesh quality, which prevents the naive method from being useful.

To overcome both difficulties, a standard approach (see for instance [94]) is to resort to
an extension-regularization procedure, seeking a Riesz representative of 6 — DJ(€;0) in a
Hilbert space H(2) C L?(Q) consisting of more regular shape-perturbations, defined on the
whole of . To ensure that this is possible, H(£2) should be continuously embedded in L?(92).
A common choice, which we use in this work, is to take

H(Q) = HY(Q), (0,90 = /Q (a?egve : w+9%), (3.22)

where £,¢; > 0 is a regularization scale, which is chosen of the order of a few cell widths for the
underlying mesh. Therefore, the problem of finding a Riesz representative of § — DJ(€;6)

amounts to solving
(Breg: Opyy = [, 6s(VO'n, VO eHQ). (3:23)

Solving and taking 6 = 6,cg, one finds that DJ(£2; breg) = ||9reg”§.[(ﬂ)7 so that 0ree is indeed a
valid descent direction defined on the whole of €2, and moreover 6,¢; = 0 if and only if € is
a critical shape of .J. Note that this approach is still valid whenever ¢;(Q)n € H~1/2(90Q)4
and € is a Lipschitz domain, since the Sobolev trace theorem then gives the continuity of the
trace v : H(Q) — HY2(0Q)?. In practice, the problem (3.23) is solved by a Galerkin method,
which we discuss below.

For our choice of H(2), the requirement (3.23) is the weak formulation of the following

Neumann boundary value problem:

2 .
—€rooeAbreg + Oreg = 0 in
{ ceTIeE T IR (3.24)

afegVHregn = ¢s(Q2)n on 0.

where A is the component-wise Laplace operator. Let us denote by

" H™200)" - H(Q),
e ¢7(Q)n — b solution to equation (3.24)
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the operator which maps the boundary data ® ;(2)n to the solution 6 of the above Neumann
problem.

Various other approaches to the extension-regularization procedure, tailored to preserve
mesh quality over many iterations, are sometimes preferred, see [87, Section 3.5]. They simply
correspond to other choices of H(2) and the associated inner product.

Case of multiple eigenvalues. The case of multiple eigenvalues is more challenging. To
simplify the presentation, and motivated by the maximization of (3.7), we focus on the case
where J depends only on the first two Dirichlet eigenvalues, and A(€2) has multiplicity m = 2
(A1(Q) is always simple by theory), and 0,,J(€2) > 0. The generalization to more eigenvalues
and /or other local monotonicity properties of J is straightforward, although the computational

cost of the method increases with the total multiplicity.

According to the third item in Theorem 3.14, multiple eigenvalues are no longer Fréchet-
differentiable, and one therefore loses any natural notion of shape gradient. However, the
objective is still directionally differentiable. The natural counterpart to the shape gradient is
given by the steepest ascent perturbation

0" € Argmax DJ(;0). (3.25)

10119 (2)=1

Note that one seeks a steepest ascent perturbation in the space H(2) of regular perturbations
defined in (3.22). This is done to ultimately preserve mesh quality, just as in the case of
simple eigenvalues. It is however not immediately clear that the problem (3.25) is well-posed
or tractable. Fortunately, this turns out to be the case in our setting. First, we write
DJ(€;0) = 05, J(Q)DX1(Q;0) + GAQJ(Q)lrr‘linl u' M2(0)u
ul=
= min u" (03, J(Q) DA (2 0)1z + 03, J(Q MO (0)] w,
using 0),J(2) > 0 and the fact that DA2(2;0) is the smallest eigenvalue of the 2 x 2
matrix M?2(6) defined in (3.14). The problem (3.25) is therefore to maximize with respect

to 6 the smallest eigenvalue of the symmetric matrix Q(6) whose (i, j)-th component is given
by

QL(0) = (67 (), 0) 12 (90,

ii 1 au(i) 8u(j) Auy\ 2 - (3.26)
(@) = 5 | HO B 4 550,,5(0) (S2) | T ane .

where we write u; = u1(Q2), ug) = ug)(Q) for i = 1,2, and use the formula (3.15). Crucially,
this matrix depends linearly on 6, although its smallest eigenvalue does not.

By the regularization procedure detailed in the previous paragraph, we may also write
Qg(@) = <R€reg¢?(9)n7 0)7‘[(9)7 V1 g Z?] g 2 (327)

Let us denote by 1;; := Re,,,¢} (Qn € H(Q), G := Spanyq){ij, 1 < i < j <2}, and lg
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the H(2)-orthogonal projector onto G.

To solve (3.25), we distinguish between two cases.

oIf sup DJ(£;60) <0, then the sup is equal to 0, and is attained for any § € G+
1014 ()=1
with unit norm. Note this is a first-order optimality condition: to first order, any shape

perturbation can only decrease the value of J.

o If sup DJ(Q;60) > 0 then by positive homogeneity of the smallest eigenvalue with
10]12(e2)=1
respect to § and the identity Q®(0) = Q*(IIgH), we rewrite

sup DJ(2;0)= sup DJ(Q;0) = max DJ(Q0).
[10113(2)=1 101l (2)<1 191134 (2)<1
0eG

In the second case, the sup is replaced by a max, since the supremum is taken over the compact
set By()(0,1) N G. Hence, in both cases, a maximizer for (3.25) is attained. In fact, we can
check that, in the second case, the maximizer is unique, as implied by the following elementary

lemma.

Lemma 3.6. Let B be the closed unit ball in a finite-dimensional Hilbert space E, and let
f B =R be a concave function which is not identically 0 on B, and is furthermore positively
homogeneous of degree o > 0. Then, there exists a unique maximizer 0 € OB for the problem

sup f(0).

0eB

Proof. Since B is compact, there exists a maximizer. Assume for the sake of contradiction the
existence of two distinct maximizers 61 # 6. Letting 6 = (61 + 6), we note that [|0[|p < 1

and next that
fO/1101le) = 101% £ (6) > f(6)
1

= 1 (500+0) > 5 700 + 0)
= max 7

using homogeneity in the first inequality and concavity in the second inequality. We have
reached a contradiction, therefore there exists a unique maximizer 6*, which necessarily
satisfies ||#*|| = 1 by homogeneity. O

In our setting, we let E = G, and notice that, since 6 — u ' Q(#)u is linear for any u € R?,
the map
0 — DJ(Q;0) = min u' Q% (0)u

Ju|=1

is concave and positively homogeneous of degree o = 1. Under the assumption sup DJ(Q;0) >
10]l7=1
0, it is non-identically equal to zero on the closed unit ball of G, which proves the existence of

a unique 0* solving (3.25).

In practice, finding * is tractable by a direct search method. Letting g = (g1, g2, 93) € H(Q)?
be a H(2)-orthonormal basis for GG, obtained by applying a Gram—Schmidt procedure to
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the {1;;,1 < ¢ < j < 2}, the problem (3.25) reduces to an optimization with respect to a
parameter o on the unit sphere S? C R3. If we fail to find o € S? such that DJ(Q;a'g) > 0,
we deduce that () satisfies a first-order optimality condition, although this case never came up

in our examples.

Remark 3.7. We note that, even for objectives J involving several eigenvalues with multiplici-
ties greater than 2, the optimization problem (3.25) can still be reduced to a finite-dimensional
optimization problem. However, the dimensionality of the problem may be large, and is related

to the number of linearly independent components of the perturbation matrix (3.27), namely

. £ omi(m;+1)
dim G < Jz::l %,
where ¢ denotes the number of distinct degenerate eigenvalue involved in the definition of J,
and the set {m;,1 < j < £} enumerates their respective multiplicities. Moreover, the finite-
dimensional problem will generally not be concave, in which case the optimum 6* may not be
unique, and the problem may be itself hard to solve, especially if dim G is large.

Discretization of ascent directions. We now explain how we discretize the choice of
ascent direction at the k-th iteration of Algorithm 3.5. The domain € is approximated by a
is replaced by a Galerkin

mesh ¥ = (Vi, Ti), and the extension-regularization operator R,

approximation R,

We consider the subspace W (X)) spanned by the basis O of P; vector-valued elements
associated with X, and compute its Gram matrix Greg(X)) with respect to the # (€2 )-inner
product (3.22) for the basis ©f. This costly step only needs to be performed once, regardless
of the number of extension-regularization calls (which is determined by the degeneracy of
the eigenvalues, as (3.27) needs to be computed). For any f € H~/2(9,)%, we compute
the components bp(3x) of 6 — (f,0)12090,y¢ in the basis O, solve Greg(Xg)ar = bp(X)
for a € RI®#l and take Rgrcg(f) := O] a. In practice, the components of bs(3) are further
approximated by quadrature rules. All spectral quantities, namely the eigenvalues \;(€2) and
the eigenvectors u;(§2) for 1 < j < k, are replaced by their Rayleigh-Ritz counterparts \;(X)
and u;(X), as well as the corresponding normal derivatives.

Numerically, exactly degenerate eigenvalues are never encountered. However, when \s is
almost degenerate, i.e. (A\3(Xx) — A2(2g))/A2(Xk) < 1, the displacement in step C. of the
ascent algorithm 3.5 may lead to the crossing of the eigenvalue branches, in such a way that it
leads in fact to a local decrease in the value of J. This manifests itself through local oscillations
in the eigenvalues and objective functions throughout the ascent algorithm, see Figure 3.15
below. This is a well-known problem in the numerical optimization of non-smooth objective
functions, and decreasing the step size 7 to ensure local ascent is not a viable solution, as
it may lead to very slow convergence to a local minimum, or altogether prevent it. In the
context of numerical optimization of eigenvalues, this behavior has been for example observed
in [86], where Nesterov-type acceleration techniques are suggested.

We follow another approach, assuming exact degeneracy when detecting egegen-degeneracy,

and choosing an ascent direction within a low-dimensional space of perturbations, according
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to the analytical prescription of the previous paragraph. See the work [94] for a closely related
method applied to an exactly degenerate eigenvalue problem.

More precisely, in the case of £gegen-simple eigenvalues, we set

Ok = Repoy (6. (Zk)0)/ max (Mygad, | Revey (6(Z0)0) 25, )

where ¢ (X ) is obtained by substituting Rayleigh-Ritz approximations in the definition (3.21)
of the shape gradient ¢ ;(€), and we recall Mgraq > 0 is a hyperparameter. In other words, if
the shape gradient is larger than Mgyaq in the H(Xj)-norm, the ascent perturbation is normal-
ized. This procedure is equivalent to step size adaptation in an explicit Euler discretization
of the underlying geometric flow, and corresponds to some time reparameterization (in the
limit 7max — 0) of the trajectories generated by Algorithm 3.5. We found this choice conve-
nient to stabilize the numerical flow, since the gradient varies by several orders of magnitude
throughout the numerical trajectories for the problem we considered. To ensure convergence
near local maxima, this normalization is capped at Mgyaq > 0.

For the case of gqegen-degenerate eigenvalues, we first solve
VI<ii<2 (k) = Re, (67 (Sk)n),

where the (;S?(Ek) are obtained from (3.26) by substituting Rayleigh-Ritz approximations in
place of exact eigenelements. We then apply the Gram—Schmidt algorithm (for the H(Xg)-scalar
product (3.22)) to this set of perturbations, yielding a basis g(Xx) = (91(Zk), 92(Zk), 93(Xk)) €
H(Xk)? of regular perturbations defined on ;. We then solve

o' = max DJ(Sgalg(Sk),
a€ELlyn

search

where DJ(Xy;-) is defined in (3.20), and Ly,

search

C S? is a set of Ngearch points on the sphere.
In practice, we use a Fibonacci lattice (see [140]), which is simple to implement and distributes
points quasi-uniformly. This optimization step is extremely cheap, after having precomputed

the matrix elements
(07 (Z1m, gu(Sk)) 200, 1<4,5 <2, 1< k<3,

Note that one could use the equivalent volume form (3.27), but since boundary integrals are
cheaper to compute and give good results in practice, we work with the latter instead. After
this precomputation step, the cost of evaluating the value of DJ(Q;a'g) for o € S? becomes
negligible, and one can deduce the optimal perturbation 6*(X) = o* " g(X) at virtually no cost.
We set 6, = 0*(X), which is by construction normalized in H(X).

It would be of interest to obtain rigorous consistency results in the regimes €gegen — 0
and |7, Nsearch — +00, as well as proving local convergence results for the algorithm and/or
the underlying geometric flow. We leave this delicate question up for future work.
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3.4 Practical methods for high-dimensional systems

Although Theorem 3.2 is interesting from a theoretical perspective, its applicability to the
numerical shape optimization of spectral functionals is limited to settings for which the
eigenelements of Lg are available. For high-dimensional systems, which are typical in molecular
simulation, this is hardly the case. It is therefore necessary to provide alternative numerical
approaches. In this section, we discuss such methods. The first one, discussed in Section 3.4.1,
relies on optimizing the separation of timescales for an effective dynamics through a given
collective variable. The second one, discussed in Section 3.4.2, relies on the optimization of
asymptotic expressions derived in the low-temperature regime, in the recent results of [50].

3.4.1 Coarse graining of dynamical rates

In this section, we propose a numerical strategy based on a Galerkin method and Theorem 3.2,
after projecting the infinitesimal generator onto a collective variable (CV) or reaction coordinate.

In practical cases from molecular dynamics, the process (3.1) evolves in a high-dimensional
space R? with d > 1. In order to interpret trajectories in configurational space, it is often useful
to view them through a low-dimensional map ¢ : R¢ — R™, also known as a collective variable
or reaction coordinate. Classical examples include geometric quantities such as dihedral angles,
well-chosen interatomic distances, coordination numbers, path collective variables, which all
derive from chemical intuition, and thus generally have a good physical interpretation. In
recent years, machine learning techniques have been applied to the automatic construction of
CVs optimized for a variety of purposes, see for instance [125, 138, 74, 139] for a review of
recent approaches.

Here we assume that a collective variable £ is given, and consider the new problem of optimiz-
ing the effective separation of timescales with respect to a domain defined in collective variable
space. The effective objective is defined with respect to a surrogate dynamics (see (3.30)),
which is already studied in [217, 346, 258], although the methodology could in principle be
applied to other reduced order models of the dynamics as well (see Remark 3.10 below).

Assumptions on the collective variable. From now on, we assume that £ is smooth,
with V¢ of full rank m everywhere. In particular, the Gram matrix G¢ = VETVE € RMX™
is everywhere invertible. This condition ensures, by the implicit function theorem, that &
foliates R into a disjoint union of smooth submanifolds, which are given by the level sets 3, :=
¢71(2), for z € R™. We denote by p, the canonical measure conditioned on ¥,. It corresponds
to the probability measure defined by

d
Hz € Ml(zz)a o = e_BV (det Gg)_l/2 eﬁFg(z)7
dHs.

where Hy, is the (d — m)-dimensional Hausdorff measure on the submanifold ¥,. The
factor e #Fe(2) is a normalization constant expressed in terms of the free energy Fe:R™ — R
defined as

Fe(z) := —;log g e PV (det Gg)_l/2 dHs.. (3.28)



180 3.4. Practical methods for high-dimensional systems

The collective variable will serve two purposes. Firstly, states will be defined in collective
variable space, i.e. by fixing ¢ C R™, and considering the preimage ¢ _1(Q§). Secondly, the
variational principle defining Dirichlet eigenvalues for the generator —Lg will be restricted
to functions which are only a function of the collective variable £&. This will define, for
each domain ()¢, a set of Rayleigh-Ritz eigenvalues which will serve as effective eigenvalues
associated with £71().

Introduce the weighted space L%(Qg) = L?(Q¢, e Pe(2) dz), and the associated weighted
Sobolev spaces as in (3.9). We denote, for Q¢ C R™ and ¢ € H&B(Qg),

Re (%) = R (90 &€67(Q))
where R(-;) is the Rayleigh quotient associated with the Dirichlet realization of L3 on (2, i.e.

T —BV
rwy = ] /Q Vi T aVie
’ B /wQefﬁV
Q

Then, the coarea formula (see [199, Corollary 5.2.6]) allows us to write

Vi € H&ﬁ(Q).

Lo Vipe®TaV(po e
1 Jerag)
p / (po&)?e™V

()

/ / Vo]t VETaVe [V o ] e R dp. dz
_ LJoc /s,
s / / (¢o€)Ze*5F§O£dude
Q¢ Jx.

Vo agVpe Ple

B 1/Qg (%2 a& pe

e / 02 o PP
Qe

where a¢ denotes the symmetric, positive-definite matrix-valued map

Re (0:9) =

ag(2) = /E veTavedu, € R™X™, (3.29)

It follows that R¢, which we interpret as a family of coarse-grained Rayleigh quotients on
the lower-dimensional space R", has the same basic structure as R. Indeed, it corresponds
to the family of Dirichlet Rayleigh quotients associated with a reversible diffusion on R™ of
the form (3.1), where the potential V' and diffusion matrix a have been replaced by their
lower-dimensional analogs defined in terms of conditional expectations with respect to the

reference dynamics:

475 = <_a§(Z§)VF§(Z§) + ;divaf(zf)> dt + \/gaé(zts)m dB;, (3.30)

where B is a m-dimensional standard Brownian motion. The dynamics (3.30) can be understood
as a Markovian model for the dynamics of £(X;), which is also reversible with respect to the
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Gibbs measure associated with the free energy. We refer to [217, 346] for additional details on
the mathematical properties of the effective dynamics.

A natural question is whether one can hope to approximate the true dynamical rates with
those predicted by the effective dynamics (3.30). The answer has practical implications, since
in the case where m is sufficiently low-dimensional, the eigenvalue problem associated with R
becomes numerically tractable, and one may then optimize the separation of timescales N*()
with respect to domains €2 defined in terms of the CV. It should be noted that it is anyway
common practice to define configurational states in terms of a CV.

These considerations motivate the following Galerkin approach, already discussed in [346,
Section 3.3.2] for the case Q¢ = R™. We introduce the following linear subspace

Ve ={po& € Hjs(Q)} C Hyz (671(%)),
and define the local coarse-grained rates

A5 () := mi :Q¢) = mi L67H(Q
#(82) 1= minmax Re(p, ¢; Q) = minmax i (:0:671(%)),
where E¢ ranges over the set of k-dimensional subspaces of H&ﬁ(Qg) in the first equality,
and E ranges over the set of k-dimensional subspaces of & in the second. In other words, )\i
is the k-th eigenvalue of the following operator acting on the weighted space L? (€2, e PFe dz)
with Dirichlet boundary conditions:

1
—Egcp = —EeﬁFfdiv (e_ﬁFﬁa5V<p) .

It follows easily from the Courant—Fischer principle that )\i(ﬂg) > M\e(€71(%)), and more-
over that if {ui(§71(Q)), ..., ux(671(Qe))} C Vg for some k < m, it holds that )‘i(QS) =
Me(€71(€)). Thus, the dynamical rates associated with the effective dynamics will system-
atically overestimate the true rates. However, these will still be accurate if the Dirichlet

eigenfunctions for £5 on £7(€%) can be well approximated in the class V.
More precisely, we have the following result, adapted from [346, Proposition 5].

Proposition 3.8. Let k > 1 and )\i (respectively, M) be the k-th principal eigenvalue of —Eg
(resp. —Lg) in Q¢ (resp. E1(Qe)), with associated eigenfunction ui (resp. wuy), with the
normalization (3.12). Then,

1 T
¢ - _ .6 _ .8 -BV
A <AL < A+ 3 /5_1(95) V [uk uy, 0 5} aV {uk uy, 05} e V. (3.31)

The proof of Proposition 3.8 is a straightforward adaptation of [346, Proposition 5] to the
case of absorbing Dirichlet boundary conditions on 9€2¢ and is therefore omitted.

A useful corollary of Theorem 3.2 is the following result.

Proposition 3.9. Let Q¢ C R™ be a bounded open domain which is conver or has a cht
boundary. Assume that & is such that Assumptions (Ell) and (Reg) are satisfied with d =
m, V = Fe and a = ag. Let )\i = )‘i(ﬂf) be an eigenvalue for Eg of multiplicity mi > 1,
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satisfying the normalization

/Q ul S (Qe)uf "t (Qe)e ™ =6y, 1<, <mi,
3

where the u,(;)’g(ﬂg) for1<i < mi are a basis of corresponding eigenvectors in L2(Q§,e*f5Fﬁ).

Then, for § € WH®(R™;R™) and 0 < £ < m, the map t )‘i+e((1d + t0)Q2e) is semi-
differentiable at t = 0, and the right-differential is the (¢ + 1)-th smallest eigenvalue of the

matriz

L[ 0400 0w ¥(Qg) +

—— n'aenf ne Pre
B Joa, on on ¢

ME(6) = 1<i,j<m

Proof. The result is a direct application of Theorem 3.2 and Corollary 3.4. O

We discuss sufficient conditions for the assumptions of Proposition 3.9 in Appendix 3.C
below.

Proposition 3.9 suggests a practical approach to the shape optimization of spectral function-
als F(A1(92),..., \(R2)) in a high-dimensional setting, replacing the original objective with the
coarse-grained objective F (A%(Qg), e )\i (Q¢)). The computational implementation of this
approach however requires access to the free energy F¢ and the matrix a¢, for which a number
of sampling methods are available, see [229] for an overview. Due to the approximation error
in (3.31), we cannot expect the resulting shapes to be optimal for the original objective in the
class of domains defined in CV space. They can nevertheless be used as input in acceleration
methods such as ParRep, since this algorithm is dynamically unbiased by construction (in the

limit of long decorrelation times).

Remark 3.10. The quality of the approximation (3.31) is quite sensitive to the choice of
collective variable £, and so, for a poor choice of &, the effective dynamics (3.30) and its
associated eigenvalues may give little insight into the original timescales (see Section 3.5.1
below for an example).

However, one could in principle apply the same methodology to other reversible, elliptic
diffusions in R™ besides (3.30), designed to better replicate the dynamical properties of £(X;).
In particular, instead of directly measuring F¢ and a¢ using thermodynamic averages, one can
use a parametric approach to fit drift and diffusion coefficients of a dynamical model in R™
directly from trajectories of £(X;) in CV space, see for instance [200]. This option has the
advantage of being available even when the underlying dynamics in configurational space is
not of the form (3.1), as long as the model enforces the form of a reversible diffusion (3.1)

in R™. We leave this line of investigation to future work.

This method is numerically validated in Section 3.5.1 below, and is applied to a molecular

system in Section 3.5.3.
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3.4.2 Optimization in the semiclassical limit

In this section, we briefly summarize a second approach to make the shape optimization
problem tractable, based on low-temperature spectral asymptotic results obtained in [50,
Section 2.5]. These results are proved in [50] under a set of assumptions which we simplify
here for the sake of clarity, while keeping the main ideas intact. We restrict ourselves to the
case of a constant diffusion coefficient ¢ = Id. The dynamics follows therefore a standard
overdamped Langevin equation:

2
Ax/ = -vv (Xf) dt + \ﬁth. (3.32)

We additionally note the dependence of the dynamics on 3, which is inversely proportional to
the temperature. In this section, it is an asymptotic parameter considered in the limit 8 — +o0.

The use of semiclassical techniques to approximate spectral properties of metastable diffusions
is a well-established topic in the probabilistic literature, see for example [160, 61, 158, 225,
100, 101, 209, 227, 50] and references therein.

Asymptotic shape optimization of eigenvalue functionals. We consider the general
problem of maximizing with respect to a shape € a functional of the Dirichlet eigenvalues
of =Lz on 2

J(9) = FOu(9),-.., M(Q),

where F : R¥ — R is continuous. When d >> 1, the numerical optimization of .J is generally
numerically intractable, since the objective involves solving a high-dimensional boundary
eigenvalue problem.

The low-temperature asymptotic approach to this problem consists in fixing a family of
domains (Q4,8)8>0,0es, Whose boundary geometry is jointly parametrized by the asymptotic
parameter 3, and a shape parameter « in the design space §. Assume that the asymptotic
behavior of J(£2, ) is dictated, at dominant order, only by # and « in the limit 8 — 4o0:

F (/\1 (Qa,ﬂ), ceey )\k(Qa,B)) == ]:00(04, ,6)(1 + O(l)) (333)

for some function Fo : SXRY — R. At fixed 8 > 0, we say the domain Qag 3 is asymptotically
optimal if

ajp € Argggaxfoo(a,ﬁ). (3.34)

The difficulty in this approach lies in computing spectral asymptotics for domains with
temperature-dependent boundaries. In [50], we define a set of geometric assumptions un-
der which these spectral asymptotics can be derived, computed in practice, and ultimately
optimized to solve the asymptotic problem (3.34). The derivation of these shape-sensitive
asymptotic formulas relies on the construction of approximate eigenmodes (or quasimodes in
the semiclassical terminology) for Lg, which form the crux of identifying Fo in (3.33).
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Geometrical setting. We now present a slightly simplified version of the geometrical setting
used in [50], which will allow to express the asymptotic results as clearly as possible. We
refer to [50] for a weaker set of assumptions for which the asymptotic results remain valid.
Throughout this section, we assume that V is a C> Morse function over R?. This means that
at each point z € R? such that VV(z) = 0, the Hessian matrix V2V (z) is non-degenerate.
For 0 < i < N, we denote the eigenvalues of the Hessian V2V (z;) by

Spec(V2V () = {1 14” v}

We make no assumption on the ordering of these eigenvalues, except that, if z; is an index-1
saddle point, meaning that V2V (z;) has a unique negative eigenvalue, one has V{Z) < 0 (i.e.

the negative eigenvalue is the first one).

The Morse property implies that V has finitely many critical points in X,, which we
enumerate as (z;)o<i<n for some N > 0. Among the critical points of V' in K, we distinguish
the local minima and index-1 saddle points, respectively given by the sets

{Zi,0<i<N0}, {Zi,N0<i<N0+N1}.

For a given z € RY, we denote by A(z) the basin of attraction of x for the steepest descent

dynamics, i.e.
A) = {2 e RT: X (1) = 2, X'(t) = —~VV(X (1), X(0) = 2} (3.35)

The set A(z) is non-empty if and only if VV(z) = 0, and in this case A(z) is a d-dimensional
subset of RY, where d is the number of positive eigenvalues of V2V (z).

We now introduce the parameter o = (a(i)>0<i<N € (—00,+oc]V := S, which controls the
asymptotic geometry of the domains near critical points of V. The value of the parameter o € S
is fixed, its link with the domain geometry will be made explicit in Assumption 3.11 below.
We first assume that the domains €2, g are smooth, and uniformly bounded, i.e. there exists a

compact set Ko C R? such that, Q.5 C Ky for all g > 0.

Assumption 3.11. In a small neighborhood of each critical point z; and for B sufficiently
large, the domain §, g is shaped like a half-space:

Qs N B(zi,e) = 2 + {1‘ eR?: (z— zi)Tvgi) < a(i)/\/B} ,
where € > 0 is a fized parameter which depends only on V, and vgi) is a unit eigenvector
of V2V (z;) for the eigenvalue I/Y) (pointing outward of Qg g for al) < +00).

When o) < 400, the orientation convention for v%i) ensures that decreasing a(¥) locally
retracts the domain. When z; is an index-1 saddle point, Assumption (3.11) is physically
motivated by the fact that v%z) gives the direction of the minimum energy path through z;
connecting a local minimum in the domain with a local minimum outside the domain (that

is, the gradient flow lines joining the minima lying on both sides of the saddle point z;).
Informally, the parameter o encodes the position of the boundary along these paths, on the

length scale 1/+/5.
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The second assumption is that there is only one local minimum far from the boundary, in
the following sense.

Assumption 3.12. The point zy is the only local minimum of V in K such that a(®) = +o0.

Informally, this assumption forces the QSD inside €2, g to be unimodal, and to concentrate
around zg in the limit 5 — oo.

In order to state the last hypothesis, we introduce the sets
SSP(zp) = {zi : No < i < Nog+ Ni, 3m # z a local minimum of V' s.t. z; € A(zp) N A(m)} ,

Lpin = {No <1< Ny+ Ni: z € Argmin V}, V*= min V(z).

i€SSP(20) i€SSP(0)
The set SSP(zg) corresponds to so-called separating saddle points, which lie on the boundary
of the basin of attraction of zy, and the boundary of the basin of attraction for some other
local minimum. Physically, these points correspond to the lowest-energy transition states on
the boundary of A(zp). The set Iiyi, contains the indices of these low-energy separating saddle
points, and the associated minimal energy is given by V*.

The final assumption is the following.

Assumption 3.13. There exists ¢ > 0 such that, for B sufficiently large, it holds

Az0) N{V < V* +¢c} CQap\ U B(z;,¢).

ie[min

This assumption ensures that the boundary of €2, 3 does not enter below the energy level V*,
except perhaps near low-energy separating saddle points. The role of this assumption is to
avoid the introduction of spurious low-energy transition states, corresponding to local minima
of V' on the boundary which have no relation to the physically relevant transition pathways.
Assumption 3.13 ensures that these so-called generalized saddle points are higher in energy
than the low-energy transition states, and do not pollute the dominant asymptotic behavior
of the metastable exit time. This assumption is crucial in ensuring that the asymptotics
are, at dominant order, only a function of 8 and «, as in the desideratum (3.33). However,
it is expected in [50] that a similar analysis can be performed even if Assumption (3.13)
does not hold, but at the cost of introducing a global counterpart to the local geometric
Assumption (3.11). Relaxing Assumption 3.13 therefore leads once again to a high-dimensional
(if not infinite-dimensional) design space S, and besides cannot improve upon the maximizers
of (3.34) in the case F(A1,A\2) = (A2 — A1)/A1, which is why we enforce it.

Harmonic approximation of the spectral gap. The first main result of [50] gives a
quantitative and computable estimate of the spectral gap of the Dirichlet generator on €, g,
in the limit § — +oo. In fact, it more generally shows that, for each k£ > 1, the k-th
eigenvalue A\, g(€2,3) converges to the k-th eigenvalue of a temperature-independent operator,

the so-called harmonic approximation.
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Theorem 3.14. Under Assumption 3.11, it holds

M (Qas) 5 ML, (3.36)
where )‘k o 5 the k-th eigenvalue of the operator
X () TG, AV(z)
Ko=PkY, K = A+4 DYz — — =, (3.37)

1=0

) 2o\ d ;
with DY = diag (y](z)z)A , and where the operator K(Zz) is the Dirichlet realization of a
J=1 @

quantum harmonic oscillator acting on the half-space (—oo, a(i)) x R4-1,

The local operators Kc(;)i) serve as (appropriately rescaled) local models for the action of —Lg
near critical points of V. The proof of Theorem 3.14 relies on a variational argument similar
to the one used in [195, Theorem 11.1] or [303]. Using the eigenmodes of K, we construct
variational test families for £g, so-called harmonic quasimodes. The convergence (3.36) follows

from localization estimates on these quasimodes and the Courant—Fischer principle.

Crucially, the geometric assumptions outlined in the previous paragraph ensure that the
eigenvalues )\I,i ., can be explicitly computed, as they belong to the spectrum of one of the local
oscillators KS(),L.) for some 0 < i < N. Indeed (see [50, Section 4.2]), the spectrum of Kg()” can
be enumerated (with multiplicities) by

Spec KS&) = (|V§i)|u

N0
(nj +1/2) — < . (3.38)

where fi,, o is the (n 4 1)-th eigenvalue of the one-dimensional quantum oscillator 2( 02 — ?)
acting on L?(—o0, a) with Dirichlet boundary conditions. The particular values Pnoo =n+1/2
and g, 0 = 2n + 3/2 are well-known, so that the spectrum of the harmonic approximation
is fully explicit in terms of eigenvalues of the Hessian V2V (z;) in the case all the critical
points z; of V in K lie either on the boundary (i.e. (¥ = 0) or e-inside 904 5 (i.e. a?) = +00)
for all B > 0. Otherwise, one generally has to compute the values of i, , numerically. The
(nonincreasing) functions a +— p, 4 can be computed once and for all with high precision for a

range of integers n.

The value of )‘E, ., can then be easily obtained by taking the k-th largest element from the
(4)

union with multiplicity (i.e. the multiset union) of each of the sets Spec K -

Modified Eyring—Kramers formula for the metastable exit rate. When z; is a local
minimum of V such that () = +00, the bottom eigenvalue of KS()D is 0. Thus, the harmonic
approximation predicts a metastable rate of 0, which calls for finer asymptotics. The following

result fulfills this need.
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Theorem 3.15. Under Assumptions 3.11, 3.12 and 3.13, it holds, in the limit f — oo:

] det V2V (z0)

2 » T
i€ Imin 27@( \yy)mi) |det V2V (2:))|

2 .
where ®(x) = (27r)_% [ e~ T dt, and VY) is the unique negative eigenvalue of the Hessian
matriz V2V (z;) at the saddle point z;.

A p(Qg) = e PV =V (0) (1+0(57%)), (339)

For a full proof of this result, see the proof of [50, Theorem 5]. It relies on the construction

of a precise approximation g of the principal Dirichlet eigenmode u;(£23).

Roughly speaking, 15 is constructed by combining a smoothed indicator of the set A(zg) N

{V < V*} with, near each low-energy saddle points (z;)cr, .., & finer construction based

min ?
on formal eigenmodes for the linearization of the dynamics (3.32), which corresponds to an
unstable Ornstein—Uhlenbeck process. Due to the geometric structure of the domain 1, g
given by Assumption 3.11, one can separate variables in the unstable direction, leading to an

explicit expression for these formal eigenmodes in terms of the unstable coordinate
() — VB —z)T (4)
55 (*73) - ,3(:6' Zz) v

The quasimode is then projected onto the principal eigenspace Span(u;(£2q,g)), yielding A1 g(Qq )
as a Rayleigh quotient associated with the projected quasimode. Quantitative estimates based
on a modification of Laplace’s method and a resolvent estimate then allows to bound the
projection error, which is sufficiently small to give sharp estimates on A; g(24,3).

Application to the separation of timescales. We briefly discuss the implications of
Theorems 3.14 and 3.15 for the problem of maximizing the separation of timescales (3.7). We
refer to [50, Section 3.3] for additional details.

The first point of interest is that Theorem 3.14 gives a quantitative estimate of the spectral
gap A2(Qq 5) — A1(Qq,5) for large 3, and, in view of (3.6), of the asymptotic rate of convergence
to the QSD. This estimate is solely a function of the asymptotic shape parameter «, and of
the eigenvalues of the Hessian V2V of the potential at some critical points. As such, it can be
used to choose decorrelation times in Algorithm 3.18 for highly metastable systems. Explicitly,
the second harmonic eigenvalue is given by:

. o (i) .
A = min{ min ", min [W\u (a‘”v vi”ﬂ) G 1V<z><o] } . (3.40)
2<j<d ’

1<5<d 7 T 1<i<N

where we set () := 19 to be the principal eigenvalue of the Dirichlet harmonic oscillator
on (—oo,f). The limiting eigenvalue A is positive under Assumption 3.12. Interestingly,
this estimate is not always in agreement with standard numerical practice, which relies on a
harmonic approximation of the energy basin at the local minimum to set the decorrelation
time (see for instance [268]). This approximation neglects the possible effect of higher-order
saddle points. It can be shown to fail when the Hessian V2V has sufficiently soft modes around
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such critical points, and these are low enough in energy to be visited during decorrelation to
the QSD.

Theorem 3.15 provides a quantitative estimate of the exit time starting from the QSD as
a function of . Combined with the previous estimate, we therefore obtain an estimate for
the separation of timescales (3.7) as a function of @ and . In view of (3.38) and (3.39), one
finds that the asymptotic separation of timescales, for the class of domains satisfying Assump-
tions 3.11-3.13, is of order e#(V"=V(20)) with a B-independent prefactor C'(a) (neglecting error
terms). Therefore, the asymptotic shape optimization problem (3.34) for the separation of

timescales can only hope to improve on the prefactor.

We show in [50, Section 3.3] that there exist asymptotically optimal domains, and indeed
many in general. Qualitatively, these optimal domains are found to have the following
properties. Firstly, they spill out beyond low-energy separating saddle points, on geometric
scales of the order 1/4/B in the unstable direction. This means that one should wait for the
system to reach an energy level lower than V* (in the next basin of attraction) by a multiple
of the characteristic thermal fluctuation 8 before declaring that a transition has occurred.
The value of the multiplicative constant depends on the geometry of the energy landscape,
but can be computed numerically. Secondly, one can show that they can never absorb other
local energy minima, in the sense that the asymptotic separation of timescales necessarily
decreases when continuously growing the domain so as to include any other minima far (i.e. at
distances > 1/1/) inside the domain. This gives some theoretical indication that there indeed
exist local shape optima surrounding basins of attraction of local minima for the steepest
descent dynamics.

We present validations of Theorems 3.14 and 3.15 in Section 3.5.2 below, and connect the

asymptotic problem (3.34) to a shape-optimization problem in one spatial dimension.

3.5 Numerical experiments

In this section, we present various numerical experiments to illustrate and validate the results
and methodology presented in Sections 3.4, 3.4.1, and 3.4.2. In Section 3.5.1, we verify, on
a model two-dimensional situation that, given a suitable choice of CV, the coarse-grained
Dirichlet eigenvalues provide a good approximation for the true eigenvalues of the Dirichlet
generator. In Section 3.5.2, we show how the results of Section 3.4.2 can be used to approximate
the shape optimization problem in the semiclassical limit, and verify in particulars the spectral
asymptotics given by Theorems 3.15 and 3.14. In Section 3.5.3, we finally apply the coarse-
grained shape optimization methodology to a realistic molecular system, and estimate the gain
in the separation of timescales in the practical setting of underdamped Langevin dynamics.

The code used to generate the numerical results of this paper are publicly available in the
paper repository [46]. Data generated from the various simulations and optimization runs can
moreover be obtained from the repository [47].
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Figure 3.3: Two-dimensional potentials (3.41), for decreasing values of the parameter . In each
case, the potential has a local minimum in each quadrant of the plane, and two saddles on each axis.
The saddles on the y-axis separate two deep energy basins, while the saddle points on the z-axis form
shallow energy barriers inside these basins. Some energy level sets, in thin white lines, highlight the
well structure.

3.5.1 Validation of the coarse-graining approximation

In this section, we demonstrate numerically that, for an appropriate choice of CV, the coarse-
grained Dirichlet eigenvalues defined in Section 3.4.1 provide a good approximation for the
lowest eigenvalues of the Dirichlet generators. As such, they can be used as a proxy to optimize
the separation of timescales.

Two-dimensional system and collective variables. We consider, for a parameter € > 0,
the following family of potential functions defined on the configurational space R? \ {0}:

1

The potential V; is the sum of a quartic double-well potential in the variable z, and of a

Vi(z,y) = (2® — 1) + é(mQ +9% — 1) + (3.41)

harmonic energy in the squared radial coordinate 72 = 22 + y?, whose sharpness is modulated
by &, confining the dynamics to the unit circle. The additional repulsion term 1/r ensures
that the effective diffusion coefficient a¢, is well-defined, as discussed below. The potential is
depicted in Figure 3.3 for the three values of € we consider in this experiment.
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F¢ (solid) & a, (dashed) F (solid) & a¢ (dashed)

25

Figure 3.4: Free energy profiles and effective diffusion coefficients for the CVs &; and & defined
in (3.42), and for the potential (3.41). Various values of the parameter ¢ are color-coded. Free energy
profiles are depicted in solid lines and effective diffusion coefficients are plotted in dashed lines.

We compare the two following CVs:

&i(z,y) = %atan (W;W) ) §2(z,y) = o (3.42)

The variable &; is equal to 6/m, where (r, 6) is the image of (z,y) via a polar change of variables.
In particular, the CV £; takes values in the compact interval [—1, 1], while £, is unbounded. In
the limit € — 0, we expect the effective dynamics through &; to provide a good one-dimensional
description of the original dynamics, and &;, while able to resolve the main energy barrier,
is blind to the shape of the energy minima (e.g. the shallow energy barriers separating the
two rightmost local minima), leading to a poor model for the local decorrelation inside the
rightmost well.

For each of these functions, the value of the free energy and diffusion coefficient, given
respectively by (3.28) and (3.29), are computed at values of z corresponding to N = 1000
points on a regular grid (on the interval [—2, 2] for &), by numerical quadrature (using the
Gauss—Kronrod rule as implemented in the Julia package Cubature.jl) on the manifold X,
which for both our choices of CV (3.42) have a simple linear parametrization. The resulting
free energy and diffusion profiles are presented in Figure 3.4.

Computation of the coarse-grained Dirichlet eigenvalues. For ¢ € {£1,&}, we
discretize the effective generator E% as the generator of a reversible jump process on a regular
grid (zi)ieL, in collective variable space, where Ly is either a periodic lattice Ly = Z/NZ
ifé=¢& or Ly ={0,...,N — 1} if £ = &. In both cases, we set N = 1000. The grid points

are defined by z; = &nax (2%‘1 — 1), where &nax = 1 for € = &1, and 2 for £ = &. The jump

rates are only positive for nearest neighbors:

-1 _8(p ._p a; ¢+ a; . .
E%,ﬁ,ij = (ﬁ(2§maX/N)2> o3 (Fie—Fig) (5235> 7 V0i—jlLy =1, (3.43)

where Fj¢ = Fe(z) a;¢ = ag(%) for any i € Z™, and | - |1, is the nearest-neighbor graph

metric on L. A simple computation shows that the jump process (3.43) is reversible for the
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on-site Boltzmann distribution, defined by

e e Viel
pn ({zi}) = e P ieL.

The factor (3(2émax/N)?) ~! ensures that (3.43) is a consistent approximation of the generator
associated with the SDE (3.30). Given an open domain Q C [—&max,&max], the effective
eigenvalues are approximated by computing the eigenvalues of the generator for the process
killed outside €2:

9 ey o
(ENﬂ’U)z‘,jelg ’ Io={ieL: z €Q}. (3.44)

The eigenvalues of the sparse matrix (3.44) were numerically computed using the Julia interface
to the Arpack module [218].

Validation of the approximation. In Figure 3.5, we compare the approximation obtained
from (3.44) with Dirichlet eigenvalues of the generator £ approximated using Algorithm 3.3.1
in FreeFem-++ [155]. The FreeFem++ implementation, including the parameters we used for
geometry parametrization and meshing (which are the default parameters in the provided code),
are available on GitHub [46]. We compute the values of the first four Dirichlet eigenvalues for
domains of the form Q(b) = (a,b), for a fixed value of a and for a range of values of b, and for
several values of the parameter ¢ (see Figure 3.3). We compare these eigenvalues to those of
the effective generator, using the jump-process approximation (3.43). We observe that, for &,
even for relatively large values of ¢, the effective eigenvalues give a good approximation to
the true eigenvalues of the generator, across a wide range of boundary conditions. The error
appears to decrease for low values of ¢, as expected. However, the effective eigenvalues for &
significantly depart from the true eigenvalues. This is especially true for the higher eigenvalues,
confirming that the effective diffusion through &, is unable to correctly model the decorrelation

inside the energy wells.

These results suggest that & may be used for the purpose of shape optimization of the
separation of timescales N* defined in (3.7). In Figure 3.6, we compare the (locally) optimal
domain of the effective generator (3.43) with the (locally) optimal domain of the true generator
in the class of domains defined in terms of the CV &1, and for the value € = 0.5. These optima
were found by a full grid-search over the set of domains of the form (a,b) for —&max < a < b <
Emax in the case of the effective generator, and an iteratively refined grid search over domains
of the form & 1(a, b) for the case of the FEM generator, for the same range of a and b. The
iterative refinement procedure consisted in searching for optimal domains for values (a,b) on a
regularly spaced 6 x 6 grid, and iterating this procedure, restricting the search at the next
iteration to the cell of the maximizer and its nearest-neighbors. The procedure stopped once a
target grid resolution of ¢ = 0.01 was reached. We find the result of both these optimization
procedures to give almost indistinguishable optimal values of a and b, showcasing the usefulness
of the effective generator, whose Dirichlet eigenvalues are significantly cheaper to compute.
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(d) Approximation of the fourth Dirichlet eigenvalue.

Figure 3.5: Domain-dependent eigenvalues (dotted lines) and their coarse-grained approximations
(dashed lines), for parametric families of domains defined in CV space.
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Optimal domains in ¢

— Effective diffusion
Original diffusion

Figure 3.6: Optimal domain for the effective dynamics, and optimal domain for the original generator,
in the class of domains defined in terms of &, for the value of the parameter € = 0.5. Points outside
both of these domains lie in the white region. The optimized domains are almost indistinguishable.

3.5.2 Validation of the semiclassical asymptotics

In this section, we give a numerical verification of the semiclassical results obtained in [50]
(which corresponds to Theorems 3.14 and 3.15 here), and assess their usefulness for the state

definition problem, in a model one-dimensional situation.

Definition of the toy system. The potential V' is defined by

V(z)=c¢€ <1 - cosg + exp (—% (g - 1) 2) + &r) , (3.45)

where (¢,0) = (0.7,1/4) are energy and scale parameters, and ¢ ~ 0.01293 is a con-
stant factor chosen so that V has two index-one saddle points at z; ~ —0.7824 and z9 ~
0.8286, satisfying V(z1) = V(22) = V*, so that I, = {1,2}. Additionally V' admits a
local minimum at zy ~ 0.1166. The corresponding eigenvalues of the Hessian are given
by X\, 0 V) & (16.9532, —11.2348, —14.3845). We consider, for a parameter a =
(oz(l), a(2)) € R?, temperature-dependent domains defined by

(1) (2
Qaﬁ = (Zl - %722 + %) R (3.46)

which satisfy the assumptions of Theorems 3.14 and 3.15. The potential and domains (for a

fixed value of (3) are depicted in Figure 3.7.

We aim to maximize
A2,5(a,8) — A1,5(QRa8)

A1,5(Qa,8)
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Figure 3.7: Potential landscape and domains €2, g used in Figures 3.8a and 3.8b, as defined by (3.46),
at the fixed value of the temperature parameter 5 = 10. The color coding is the same as that used
in Figure 3.8, i.e. @ = (0.5,0.3) in green, o = (1.0, —0.3) in blue and o = (0.0,0.0) in red, which
correponds to the basin of attraction A(zp).

with respect to . Fixing 3, it is equivalent to maximize the quantity

(3.47)

where we recall A(zg) = g is the basin of attraction for the local minimum zp, see (3.35). The

interest of considering this objective Jp is that, according to Theorems 3.14 and 3.15, Jg m

Joo pointwise, where

)\H C(0 (4) 2
(0) Cla) = Z vy ] det VQV(ZO) ’
A5, OC(a) i€Imin 27D (\/ |V§l)|ai> |det V2V (2:)]

where C(«) is the pre-exponential factor in (3.39). Substituting the expression (3.40) in (3.48),
we find explicitly:

min {y§°>, el (u (\/| M) /24 1>) 2) Zsd (u (\/ |u§2)l/2a<2>> + %)} (\/|1/T“|+ \/\IJT”I)

min {1/10> 2|I/§1)| 2l (2)|} ‘V£1)| + |V§2)‘
o (ViPla®) @ (Vlae)
(3.49)

where we recall that p(€) is the principal Dirichlet eigenvalue of the one-dimensional Dirichlet

Joo(a) = (3.48)

Joo(¥) =2

harmonic oscillator 1(—92 + z%) on (—o0,6).

Numerical results. We approximate the generator £g using the same procedure as for the
effective generator in Section 3.5.1. In Figure 3.8a, we illustrate the validity of the modified
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Eyring—Kramers formula. The a-dependent prefactor correctly predicts fine effects of the
boundary geometry near the saddle points. The asymptotic regime is reached for relatively
small values of 5. In Figure 3.8b, we illustrate the harmonic approximation of Theorem 3.14.
Eigenvalues appear to converge to the prediction of the harmonic approximation in the
limit 8 — oco. For domains in which the second harmonic eigenvalue corresponds to a local
model around an index-1 saddle point (the blue and green domains in Figure 3.7), this
convergence appears to occur faster, though we have no explanation for why this should be
the case.

In Figure 3.9, we compare two quantities, for a fixed value of 5 = 10 (see Figure 3.7 for
examples of corresponding domains): the low-temperature approximation J to the shape-
optimization landscape defined in (3.49), and the actual optimization landscape obtained by
numerically approximating the reduced objective (3.47). The low-temperature approximation
and the true objective agree, making the low-temperature approximation an acceptable
surrogate objective in the low-temperature regime, which can be maximized at a much smaller
computational cost.

3.5.3 Application to a molecular system

In this section, we apply our shape-optimization method to the energy landscape of a small
molecule commonly used to benchmark methods in MD, namely alanine dipeptide solvated
in water. The system is composed of N = d/3 = 619 atoms, in fact 22 atoms in the peptide
chain and 199 water molecules. Atomic positions are restricted to a periodic cubic box of
length L = 18.643 A. As a collective variable, we use the dihedral angles (a standard choice,
see [54]),

§=(9,9).

The values and gradients of ¢ and v are available through the Tinker-HP [203] interface to
the Colvars library [127].

Simulation parameters. All simulation runs were performed using a modified version of
Tinker-HP [203] allowing to simulate the Fleming—Viot process (see 3.16 below) inside an
arbitrary domain defined in CV space.

Unless otherwise specified, simulations of the underdamped Langevin dynamics (3.2) (with I =
M) were performed at T' = 300K (3 = 1.677mol - kecal ') and discretized with the BAOAB
scheme, setting the time step to At = 2 fs, using the Amberff99 force field, and the SHAKE
method [293] to fix the geometry of the solvent molecules.

Experiments were performed across a range of friction parameters, v € {1,2,5,10} ps~!

to
)
assess the effectiveness of the methodology in various dynamical settings. Since our methodology
requires a low-dimensional reversible diffusion (3.1) as input, we use the effective dynamics (3.30)
associated with the Kramers—Smoluchowski approximation (3.1) of the underdamped Langevin

dynamics (where a = M~!). In other words, the (rescaled by ) effective generator whose
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(a) Principal Dirichlet eigenvalue of L on Q. g, for various values of the shape parameter . The
theoretical leading-order asymptotic of Theorem 3.15 is represented with a dotted line.
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(b) First three Dirichlet eigenvalues of —Lg on Q4 g, for the three values of o from Figure 3.8a.
Horizontal lines correspond to the theoretical limiting values from Theorem 3.14. The black line
(=) corresponds to a harmonic eigenvalue shared between all the domains. Missing values failed to
converge. We observe convergence to the limiting regime, with eigenvalues corresponding to a lower
asymptotic value appearing to converge faster.

Figure 3.8: Numerical validation of the low-temperature asymptotics of Theorems 3.15 and 3.14
from [50], for the one-dimensional potential depicted in Figure 3.7.
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(a) Semiclassical approximation of the shape optimization landscape. The limiting objective Joo ()
defined in (3.48) is plotted for the potential V' defined in (3.45) and depicted in Figure 3.7. The
optimal a, is marked by X, and the basin of attraction A(zo) is marked by -+. Ridge-like features
are discernible, and correspond to the loci of eigenvalue crossings for the harmonic approximation K,
defined in (3.37). The optimal value is attained for o, &~ (0.23116,0.43216) with Joo(a%,) ~ 1.71.
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(b) Shape-optimization landscape for the reduced objective Jz(a) defined in (3.47) for the value g =
10. The optimal shape aj is marked by X, the basin of attraction A(zo) is marked by + and the
semiclassical prescription a, is marked by x. The optimal value is attained for a5 ~ (0.24372,0.6206)
with Jg(aj) ~ 1.81. By comparison Jg(as,) ~ 1.76.

Figure 3.9: Asymptotic approach to the shape optimization problem for the potential (3.45) and the
objective (3.47). At low temperature, the semiclassical approximation (Figure 3.9a) faithfully captures
the features of the true optimization landscape (Figure 3.9b). In particular, the semiclassical optimizer
is close, both in argument and value of the objective function, to the true optimizer.
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Figure 3.10: Free energy landscape in the dihedral angles (¢,1). We identify and label six local
minima.

eigenvalues we optimize is given by

1 (= -
E% = ’y—ﬁeﬂFﬁdlv (e *BFE%V‘) ) ag(z) = /Ez VETMTIVEdp.. (3.50)

It has been observed in previous studies of realistic molecular systems (see for instance [251,
Sections 4.2.2 and 4.3.2]) that the dynamical rates inferred by the Kramers—Smoluchowski
approximation often differ greatly from those associated with the underlying underdamped
Langevin dynamics, even when accounting for rescaling by the friction parameter . Therefore
we shall not use our reduced model to directly infer timescales for the original dynamics, but
merely as a proxy to define good metastable states. The effectiveness of these states, in the
sense of maximizing the separation of timescales, will therefore be assessed at the level of the

original dynamics, and not of the reduced model.

Free energy landscape and effective diffusion. We first compute the free energy F;
and effective diffusion tensor a¢ entering in the definition of the effective dynamics (3.30).
The free energy landscape is represented in Figure 3.10, and was precomputed using a
multiple-replica adaptive biasing force dynamics (see [85]), with four replicas, for a total
of t = 600 ps of simulation time. The effective diffusion tensor was estimated using an
importance sampling scheme using a family of harmonically biased potentials. More precisely,
the collective variable space (—m,7)? was divided into a set W of square-shaped windows
of side-length A¢yy = Ay = w/36rad. For each window w € W, we performed a biased
simulation of the underdamped Langevin dynamics (3.2) using a harmonic biasing potential

VY=V +UY,  U"q) = —|&q) — 2wl
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Figure 3.11: Components of the effective diffusion tensor a¢ (top row and left-bottom row), and
corresponding ellipsoid glyph representation (right-bottom row).

where z,, is the center of the window w, and 1 = 40 mol - kcal ™! is the inverse force constant.

For z € (—, )2, we use the estimator

Nsim
> VEXE) TM VLX) NI ¢ (a2

~ k=
dg(2) = Y pulz)*= - : (3.51)
weWw Z GBUW(X’?)]1|§(X;“)—z|OO<h/2
k=0

where (X})g=1,... N.;,, are sample points of the numerical trajectory for the biased dynamics in
the window w € W, h = w/90rad is the histogram resolution and p,, is a weighting function
chosen so that »°, oy pw(2) = 1 for all z. For simplicity, we chose p,,(2) to give uniform weight
to each window for which the ratio in (3.51) was well-defined.

The initial condition X’ was prepared by running a harmonically steered-MD simulation
from a reference configuration toward the value £ = z,, followed by a 5 ps equilibration run,
both with a value of the friction parameter v = 1ps~!. The values of the CV, biasing energy
and instantaneous tensor V&' M~1VE were recorded every 10fs. The overall computation can
be straightforwardly parallelized, as the estimators within each window are independent of
one another. The results of the computation of the effective diffusion tensor are shown in
Figure 3.11.

Shape optimization of eigenvalues for the effective dynamics. We apply Algorithm 3.5
to obtain optimized domains in the two-dimensional space of dihedral angles (¢,1), using
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(a) Numerically optimized metastable states for alanine
dipeptide using Algorithm 3.5. (b) QSDs for the effective dynamics (3.30).

Figure 3.12: In Figure 3.12a, solid lines correspond to the boundaries of the optimized domains,
with corresponding initial domains in dotted lines. In Figure 3.12b, higher densities map to lower
transparency values, with the same color-coding as in Figure 3.12. QSDs have been normalized in L.
In both figures, the free energy landscape from Figure 3.10 is plotted for reference.

the thermodynamic quantities computed in the previous paragraph and Corollary 3.9 for
shape-variation formulas. Algorithm 3.5 was implemented in FreeFem++4. Its code is available

in the paper repository [46].

The algorithm was run six times, each time initialized with Q¢ = B ((¢0,0),0.3) in CV
space, where (¢g, o) ranged across the six free energy local minima displayed in Figure 3.10.
All optimization runs were performed with the parameters ey = V0.1, Edegen = 0.01, mpax =
2, Mmax = 0.004, o = 0.8, gterm = 0.005, Mgraq = 2 and Ngearch = 1000, except for the
optimization of state 2, for which a value nyax = 0.001 was necessary to achieve convergence.
The mesh adaptation procedure A from step C. of Algorithm 3.5 enforced a maximal cell
width of hpax = 0.03 throughout the runs.

The initial domains are plotted alongside the corresponding numerically optimized domains
in Figure 3.12a, together with the associated QSDs for the effective dynamics (3.30).

In Figure 3.13, we plot the evolution of the effective separation of timescales during the
optimization process, for the six runs of Algorithm 3.5. State 5 is the most locally metastable

state for the effective diffusion, with an effective separation of timescales of nearly 500.

In Figure 3.14, we plot the evolution of the first four Dirichlet eigenvalues of the effective
generator during the six runs of Algorithm 3.5, showcasing frequent eigenvalue crossings. In
all cases, we observe that the second and third Dirichlet eigenvalues coalesce during an early
phase of the optimization process, which suggests that encountering degenerate eigenvalues is
the rule rather than the exception. For the purpose of fixing a timescale in Figure 3.14, we

1

(somewhat arbitrarily) set v = 5ps™" in the definition of the effective generator (3.50).

In Figure 3.15, we illustrate the usefulness of the choice of ascent direction in Algorithm 3.5
using the numerical degeneracy parameter £gegen. Omitting the numerical degeneracy parameter
and trusting the non-degenerate shape gradients may lead to oscillations in the objective
function, due to non-differentiable features of the objective landscape near points of near-
degeneracy. The algorithm adapting the choice of ascent direction in the case of approximately
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Figure 3.13: Effective separation of timescales throughout six runs of Algorithm 3.5, initialized with

coresets around the six free energy minima depicted in Figure 3.10.
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Figure 3.15: Effect of the numerical degeneracy parameter €gegen in Algorithm 3.5, during the
optimization of state 1 (see Figure 3.10). Setting eqegen > 0 ensures local ascent of the objective
function, leading to an overall improvement in the convergence behavior (Figure 3.15a), and effectively
suppresses eigenvalue crossings (Figure 3.15b).

degenerate eigenvalues leads to a significant improvement in the speed of increase of the
objective function, and successfully suppresses eigenvalue crossings and oscillations in the value
of the objective.

Parametrization of the states. The boundary vertices (¢;,%;)1<i<n, of the optimized
mesh for state 5 were transformed from (¢, ¢)-space into (74, 6;)1<i<ny, for a system (r,8) of

polar coordinates centered at the free energy minimum inside state 5. A finite Fourier series

Nmodes
R(t) := Z [ag cos(kt) + by sin(kt)]
k=0
was then fitted to these points via ordinary least squares with Nyodes = 20, and the final

definition we took for the optimized state was
Q={(r,0):r < R(0)}.

This definition assumes that the domain is star-shaped around the minimum, which is indeed
the case here. The boundary of the free energy basin, which was computed using finite-
difference gradient descent on the estimated free energy (see Figure 3.10), was similarly fitted
with a Fourier series.

The Fleming—Viot process. To quantify the performance gained from using optimized
definitions of metastable states at the level of the original high-dimensional dynamics, we must
quantify the separation of timescale directly. We focus on state 5, the most locally metastable
domain according to the effective dynamics, and argue numerically that the state optimized
with the surrogate coarse-grained objective leads to a significant improvement in the separation
of timescales, when compared with a reference domain given by the basin of attraction of the
local minimum in state 5, for a steepest-descent dynamics on the free energy landscape.
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We achieve this by using a Fleming—Viot process (see for instance [95]), which allows to
infer both metastable timescales of interest, namely the exit rate starting from the QSD and
the convergence rate to the QSD.

Algorithm 3.16 (Discrete-time Fleming—Viot process). One step of the Fleming—Viot process
with hard-killing, given a domain Q C RY, a stride length Atpy, and given a number Nproc = 1

of replicas in state (Xt(é))l@g]vpm, consists in iterating the following procedure from k = 0.

A. At step k: evolve each replica with independent Brownian motions for a physical time Atgpy

using a discretization of the underdamped Langevin dynamics.

B. For any 1 <1 < Nproc, if Xt(;)JrkAtFV

from the state of a replica chosen uniformly at random among the survivors (that is, the

& Q, kill this replica, and branch it in the next step

set of replicas which did not exit ) in step k).

C. Set k + k+ 1 and proceed from step A.

This algorithm corresponds to the Fleming—Viot process with hard-killing for the discrete-
time Markov chain obtained by subsampling the numerical trajectories in time at integer
multiples of Atpy. Algorithm 3.16 should be understood as a particle approximation of the
dynamics conditioned on remaining inside €2, in the sense that the empirical distribution of
replicas at time ¢ converges to the conditional distribution p x, (recall (3.4)) as Nproc — 00,
see [330, Theorem 2.2]. This convergence can in some cases be controlled uniformly in time,
see [291, Theorem 3.1] for an early approach, and [191, Theorem 2] for a recent result in the
overdamped case. In particular, the empirical stationary distribution of the Fleming—Viot
process approaches the QSD as N — oo.

The time evolution of a single particle from the Fleming—Viot process (say X (1)), resembles
a v-return process (where v is the QSD): it evolves according to the dynamics until it reaches
the boundary of the state, and is then instantly resurrected according to the empirical
distribution of the Fleming-Viot process whose invariant measure approximates v®™veroc . Thig
approximation underpins the estimation of the exit rate from €2 starting from v, and also step
C. of Algorithm 3.18.

For each value of the friction parameter v and the two definitions of the state, we sample N,
independent trajectories of the Fleming—Viot process (starting from a random initial condi-
tion X which we make precise below), lasting tsim = 60 ps in total. The first toq = 30 ps were
used to probe the decorrelation behavior to the QSD, and the last 30 ps were used to sample
the QSD (or an approximation thereof), and stationary exit events.

Estimation of the exit rate. To estimate the metastable exit rate A;(€2), we compute the
empirical stationary exit rate for the Fleming—Viot process by counting the number Neyit o(t)
of branching events recorded after time ¢. The exit rate is estimated (for each value of v and
definition of the state) as

Xl (Q) _ Nexit,Q(tsim) - Nexit,Q(teq)
Nproc (tsim - teq)

(3.52)
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Under the approximation that the stationary Fleming-Viot process is a collection of Nproc
independent v-return processes, the counting process Neit o is a Poisson process with rate
measure Ap(€2) Nproc dt, which motivates the choice of estimator (3.52). Confidence intervals
for this exit rate were constructed from the independent realizations of the Fleming—Viot
process.

Estimation of the convergence rate to the QSD. We assess the convergence of the
conditional measure s x, (see (3.4)) to the QSD v at the level of convergence in total variation
distance for their ¢ and 1) marginals (and not their (¢,1)-marginals, due to data scarcity).
This choice is motivated by the assumption that the CVs ¢ and 1 correspond to the “slow”
variables in the system, meaning that other degrees of freedom should have relaxed to their
quasi-stationary state by the time ¢ and 1) do. We first approximate the conditional law p x,
and the QSD v with empirical approximations fi; x, and 7. The approximations v (or rather
their ¢ and 1 marginal histograms) were constructed by aggregating samples of the CV
values recorded over all realizations of the Fleming—Viot process and the last 60 ps of their
trajectories. The approximations fiza¢,,, (rather, their histograms) were constructed for k£ > 1
at regular time intervals of length Aty = 0.2 ps by aggregating samples of the CV values
across realizations, and on the time interval ((k — 1)Atpist, kAthist]-

We estimate the total variation distances between marginals (where ffu denotes the push-
forward of the measure p by the function f):

|Dftkaty., — o8|V, VAt — VvV

by considering the L!-distances between the one-dimensional histograms, constructed us-
ing 50 regular bins. We denote by egxas,.. (¢), €xat,., (1) the corresponding estimators, and
define e4(¢), e;()) for any t > Atpse by linear interpolation.

Values of the “mixing-time” at level € = 0.05, defined as MT.(f) = inf {t > Atpist : e:(f) <
e}, for f € {¢,¢} were computed. Additionally, we inferred a “decorrelation rate”, by
performing an affine fit on loge:(f) on ¢t € [1, MTo1(f)] ps if MTp1 — 1 > 4 ps. Otherwise, no
fit was performed. We give an example of convergence curves for the value of the friction

1in Figures 3.16a and 3.16b, for the free energy basin and the optimized

parameter v = 10 ps™
state, respectively. The horizontal line correspond to the value ¢ = 0.05 of the tolerance
threshold for the mixing time. The regression line corresponding to the smallest decorrelation
rate is also plotted. Error curves are color-coded according to the procedure with which the

initial configuration is sampled, as made precise in the next paragraph.

Sampling of initial configurations. To assess the dependence of the decorrelation
errors ei(¢), e;(1)) on the initial configuration of the system, we compute a realization
of ei(¢), et(¢) for various distributions of initial configurations Xy, each one correspond-
ing to a critical point of the free energy.

o Four distributions corresponding to the four free energy saddle points surrounding state
5 (see Figure 3.10). First, a steered MD simulation was performed to bring the system
close to the target critical point, following which a harmonically restrained simulation was
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Figure 3.16: Convergence of the marginals of the Fleming—Viot process to the corresponding quasi-

stationary marginals for v = 10ps~!. The dependence on the initial condition is color-coded as in

Figure 3.17, except for the gray curves which correspond to initial conditions close to the free energy
minimum. We observe, after a short transient phase, exponential convergence to the quasi-stationary
marginals, and also a slight decrease in the decorrelation rate for the optimized state.

performed, with a biasing potential centered at the critical point. Only initial conditions
with “entering” velocities were considered. We mean by this that, for the purposes of this
experiment, we discarded samples which moved away from the free energy minimum in
CV space during an equilibrium MD simulation of 2 fs, or which had a final configuration
outside of the free energy basin.

o One distribution corresponding to the local free energy minimum in state 5. Again,
a steered MD simulation was performed to bring the system close to the free energy
minimum, followed by a harmonically restrained simulation. However, no “velocity check”

was performed in this case.

In both cases, the steering phase was performed for 1 ps, and the harmonically restrained phase
for 5 ps, both with an inverse force constant of 7 = 40 mol - kcal =}, Timesteps of 0.5fs and 1 fs
were used respectively for the steering phase and the harmonically-restrained equilibration
phase.

These two families of initial conditions correspond roughly to two natural definitions of the
core-set C from Algorithm 3.16 associated with €. Initial conditions associated with free energy
saddle points correspond to a coreset C = A(z5) N (2, where z5 is the free energy minimum
associated with €2, and A(z5) denotes the corresponding free energy basin. Initial conditions
steered towards the free energy minimum correspond to the definition C = B(zs5,r.) for some
small 7. > 0 in CV space. In the case where Q0 = A(z5), the first core-set corresponds to the
state itself: C = €2, which is the standard situation in ParRep.

In Figure 3.17, we show the empirical stationary £-marginal £,7 of the Fleming—Viot process,
for the two state definitions we compare, and the value of the friction parameter v = 5ps~!.
Additionally, the sampled initial values of the collective variable are scattered, and color-coded
according to the associated free energy saddle point. The color coding is the same as in

Figures 3.16a and 3.16b.
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Figure 3.17: Empirical £-marginal for the stationary FlemingViot process for v = 10 ps~!. Left: free
energy basin. Right: numerically optimized domain. On both figures, sampled initial configurations
for the Fleming—Viot process are overlaid on the stationary histogram, and distinguished by color
according to the corresponding free energy saddle point. Initial conditions sampled around the free
energy minimum are not depicted.

Results. We present the results in Table 3.18: for each of the states and values of v €
{1,2,5,10,20} ps*, we report the estimated exit rate (ER) A1(9), in ps~!, as well as various
metrics quantifying the speed of convergence to the QSD.

o The decorrelation rate (DR) in ps~!, defined as the least infered decorrelation rate among
the observables ¢, ¥ and ensembles of initial configurations.

o The mixing time from saddle points (MT?) in ps, defined as the largest mixing time MT o5 (f)
for f € {¢,1} and initial conditions steered towards one of the four free energy saddle

points according to the procedure described in the previous paragraph.

o The mixing time from the minimum (MT™) in ps, defined as the largest mixing
time MTg05(f) for f € {¢,%}, and initial conditions steered towards the free energy

minimum.

To each of these metrics, we associate a corresponding measure of the separation of metastable
timescales, namely the respective ratios DR/ER, 1/(MT® - ER) and 1/(MT™ - ER) (where
the inverse mixing times are interpreted as “mixing rates”). The full results are given in
Tables 3.18a and 3.18b, for the free energy basin and optimized state, respectively. The
timescale ratios are also plotted for visual comparison in Figure 3.18. We consistently observe
a gain in timescale separation when using the optimized state, especially for higher values of
the friction parameter, where the gain is estimated to be about x3 for the optimized state,
across all measures of timescale separation. At lower values of the friction parameter, the
gain is less pronounced, but still substantial. The improvements in timescale separation are
reported in Figure 3.18c. The various timescale separation metrics are generally in agreement
about this improvement.

3.6 Conclusions and perspectives

This work raises a number of perspectives which could prove interesting for future research.
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3.6. Conclusions and perspectives

(a) Free-energy basin.

v | ER DR  DR/ER MT® (ER-MT%)~T MT™ (ER-MT™)"!
1 (4.31+£0.20) x 10=%  0.48 111.7 6.8 34.1 0.8 290.0
2 (4.21 £0.21) x 1073 0.47 110.5 7.2 33.0 1.0 237.0
5 (3.69+£0.21) x 102 0.36 97.1 9.4 28.8 1.8 150.6
10 | (3.26+£0.19) x 1072 0.28 84.9 11.8  26.0 2.0 153.6
20 | (2.5240.16) x 1073 0.19 724 16.8  23.6 3.0 132.1
(b) Optimized domain.
v | ER DR DR/ER MT® (ER-MT®)~! MT™ (ER-MT™)"!
1 (1.86 £0.15) x 10=3  0.25 134.0 8.6 62.5 1.6 336.0
2 (1.70 £0.13) x 1073 0.40 237.0 7.6 77.6 1.2 491.0
) (1.43+£0.12) x 1073 0.26 184.0 13.6 514 1.4 500.0
10 | (1.01 £0.11) x 10=3  0.27  265.0 12.6  78.9 2.0 497.0
20 | (7.554+0.92) x 107*  0.17 228.0 17.0 779 3.0 442.0
(¢) Improvement of the optimized domain over the free energy basin in timescale separation metrics.
v | DR/ER (ER-MT®)~! (ER-MT™)"!
1 1.2 1.83 1.16
2 2.14 2.35 2.07
b) 1.89 1.78 3.32
10 | 3.12 3.03 3.24
20 | 3.15 3.3 3.35

Figure 3.18: Results of the Fleming—Viot simulations, showing that the optimized state consistently
outperforms the free energy basin. Reported errors are at the level £1.960.

The most salient point is the extension of the shape perturbation results of Theorem 3.2
to the case of non-reversible and/or hypoelliptic diffusions. We expect that, due to the
non-symmetry and/or non-ellipticity of the generator (3.3), this represents a significant

theoretical endeavour.

A standing question would be how to systematically optimize the definition of the core-
sets in Algorithm 3.18 (see Appendix 3.B below), either numerically or in some limiting
asymptotic regime. This question is related to the search for quantitative estimates of
the prefactor C'(x) in the error estimate (3.6).

At this point, a convergence proof for the method described in Algorithm 3.5 is lack-
ing. It would be interesting to obtain consistency results with respect to the various

approximation parameters.

The direct shape optimization method, due to the FEM discretization, is limited to
settings where low-dimensional (m = 2 or 3) representations of the dynamics (i.e. good
CVs) are available. To go beyond this limitation, a natural approach would be to
follow a parametric approach, setting Qy = ®¢(C) for some reference domain C C R,
where 0 — @y is a parametric family of homeomorphisms, represented for instance using
a neural network. The main question becomes how to define a neural architecture for
which the Dirichlet eigenvalue problem associated with the transported operator (3.58)
is solvable, and for which perturbations of the eigenvalues are tractable.

Instead of computing the thermodynamic coefficients Fy, a¢ (see Equations (3.28), (3.29))
associated with the effective dynamics (3.30), one could seek kinetically-tuned effective
dynamics. One approach would be to train a parametric model of a dynamics of the
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Figure 3.19: Timescale separation ratios. Blue lines correspond to the free energy basin, and red lines
to the optimized domain. Across all metrics, the optimized domain outperforms the free energy basin.

form (3.1) on CV trajectory data, using EDMD-like techniques or neural SDEs in the
hope of obtaining a dynamical description which is more robust to a suboptimal choice
of CV. Note that the results of Theorem 3.2, since they are currently limited to the case
of reversible dynamics, place a constraint on the class of allowable models.

Appendix 3.A: Proof of Theorem 3.2

We prove Theorem 3.2 in this appendix. The proof relies on the transport of the variational
formulation of the generalized eigenvalue problem on g to the reference domain 2. This
leads to the definition of a family of generalized eigenproblems associated with bilinear forms
parametrized by 6. The corresponding eigenvalues are exactly the Dirichlet eigenvalues of —Lg
on 2y. One then proves the Fréchet-differentiability of these bilinear forms, or equivalently,
by polarization, of the associated quadratic forms. Since the first-order perturbations are
themselves unbounded quadratic forms, this regularity only holds with respect to the topology
of relatively bounded perturbations of the reference quadratic forms. Once this has been
established, classical results of perturbation theory from [192] can be leveraged to show the
Fréchet differentiability of the inverse operator, and finally the Gateaux-differentiability of

multiple eigenvalues.

Remark 3.17. By adapting the approach based on the implicit function theorem discussed
in [164, Section 5.7] for the Dirichlet Laplacian (which corresponds to the special case a = Id
and V = 0 in our setting), one can also show that the map 6 — \;(Qg) is C' around § = 0
in a somewhat less technical manner. However, this approach is only adapted to the case of
simple eigenvalues. Since the main purpose of Theorem 3.2 is to identify ascent directions for
functionals of the Dirichlet eigenvalues of L5 with respect to the perturbation 6, and since
multiple eigenvalues have been noted to occur in eigenvalue shape optimization problems (see
e.g. [163, Theorem 2.5.10] or [261, Section 4.5]), including in our own numerical experiments
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(see Figure 3.14 above), it is of practical interest to devise numerical strategies adapted to this
reality.

Proof of Theorem 3.2. At various places, we assume that
10llwr.e < ho

for some hy > 0 whose value will be reduced several times. We also fix a regular open and
bounded set D C R?, sufficiently large so that (J,cq Bga(, ho) C D. This ensures in particular
that ©Qp C D for all ||0|[y1.c < ho.

We say that an estimate of the form
J(Q,0) < C(D)h(0),

with J : B(RY) x Wb — R, h: WH* — R and C(D) > 0, holds “uniformly inside D” if it
holds for all pairs (£2,0) with 2 C D an open Lipschitz set and 6 € By, (0, ho).

Transport of the variational formulation. Introduce, for # € W1, the bilinear forms

1
Vu,v € H}(Qp), ao(u,v; ) = 3 Vu'laVoe PV, bo(u,v; Q) = / we V.
Qg Qg

For [|6]|yy1.0 < hg sufficiently small, the map ®y(x) = x+0(x) is a bi-Lipschitz homeomorphism
of R?, and using the Lebesgue change of variables formula, it holds

ag(u,v; Q) = ;/

(VuTaVv e_ﬁv) o &y |det Vg
Q

1
=3 / V (wo @) Vo, Tao®Vd, 'V (vody)e V% |det V|
Q

= ag(u o Py, v o Dy; ),

where we used V (uo ®g) = V& (Vu) o &y in the penultimate line, and V&, ' denotes the
matrix inverse of V®y. Similarly,

bo(u,v; Q) = /Q (w0 ®y) (v o Py) e PV |det Vdy| := bg(u 0 By, v o y; Q).

From now on, all bilinear forms act on the fixed domain ), which we therefore omit in the
notation for the bilinear forms, i.e. we define for all u,v € H}(Q),

1

ag(u,v) = = / Vu Vo, Tao ®pVd, ' Voe Vo |det V|,
B Ja (3.53)

b (u,v) = / uve P°%0 |det Vdy| .
Q

Spectral properties. Now, considering an eigenpair (Ag, ug) for —Lg on L%(Qg), it holds,
for all v € H&E(Qe) = H}(Qyp), that

ag (ug o Py, v 0 Py) = Ngbg(u o Py, v o Pyp).



Chapter 3. Shape optimization of metastable states 211

Since, using the isomorphism (3.11), any function v € H}(€Q) can be written under the
form v o <I>971 o ®y with v o <I>(;1 € H}(Qyp), the transported eigenvector wy = ug o @y satisfies

Clg(wg,’v) = )\gbg(wg,v) Yv € H&(Q)

In other words, wy is a generalized eigenvector for (ag, by). Let us make this statement precise.

We first introduce the following estimates, which hold, for hg < 1, uniformly inside D for
some C1(D),C2(D) > 0:

- [16]lyy.0 1,
V@, —1d|| oo () < % < Ci(D)10]1y~,
— 1l
16]12 (3.54)
V5" — (Id = V0) || oo () < % < C2(D)]|0]f5y1,00-
— [10lwr.=
These follow by expanding V®q(z)~" = (Id + V6(x)) " into a Neumann series and estimating
the (submultiplicative) Mg-norm of the first and second partial remainders respectively. In
fact we can take C1(D) = C2(D) = (1 — hg)~! here, but we nevertheless distinguish these

constants for the sake of clarity.

Secondly, by Jacobi’s formula for the Fréchet derivative of the determinant of a d x d matrix,
it holds almost everywhere in R? (by Rademacher’s theorem) that

|det V@y(z)| = det(1 + VO(z)) =1+ Tr VO(x) + (9(|V0(:z:)|3\,ld);
whence, uniformly inside D for some constants C3(D), C4(D) > 0, it holds

||d€t V(I)g — 1||Loo(Q)

C3(D) [10llyy.e0 »

(3.55)
Ca(D) [10][3p1.00 -

<
<

Note that we used Tr V8 = div 6§ and | Tr M| < d|M |, for all M € M.

From the estimates (3.54) and (3.55), we deduce that the symmetric bilinear form ag, with
domain H}(Q2) € L%(Q), satisfies the following upper bound uniformly inside D:

1 _
ag(u, u) < BH‘LHLOO(D;Md)He V| oo () (1 + C3(D)ho) (1 + C1(D)ho)? ||Vl Faiqys  (3.56)

as well as the lower bound

aawu>>;fapwmdpxl—cxpmw%l—caDVmNVu@%m
>;%wmwmu—awmwu—@wmmmmmﬁm) (3.57)
>;@mmwmu—ameu—@wmmmmmﬁm,

with po > 0 is the principal Dirichlet eigenvalue of the Laplacian, and where we use po(€2) >
to(D) in the last line (see for instance [50, Proposition 16]), and recall the definition (EII)
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of £4(D). In (3.57), we define

my (D) := exp <—ﬁ [esstup V}) > 0.
Note that the lower bound in (3.57) is positive for hg sufficiently small, therefore agy is H'(Q)-
coercive and L?()-bounded from below, uniformly inside D. Moreover, it follows from (3.56)
and (3.57) that ag is closed, since the squared form norm |Ju|[3, = ag(u, u)+ HUH%Q(Q) on H}()
is equivalent to the squared H'(Q2)-norm. Therefore, by a representation result for positive
symmetric closed forms [192, Theorem VI.2.6], there exists a self-adjoint operator Ay satisfying

ag(u,v) = (Agu,v) 12(q) » Y(u,v) € D(Ag) x H3(Q),

with D(Ag) C D(Ay?) = HY(Q) and Ay being L*(92)-bounded from below, with the same

lower bound as ag:

;ga(D)mv(D)(l — C1(D)ho)*(1 = C3(D)ho) po(D)|ull 2 -

(Agu,u)2(q) =

In particular, the resolvent A, ! is bounded and compact in view of the compact embed-
ding H(Q) C L?(2) given by the Rellich-Kondrachov theorem.

Note that, by integration by parts, Ay extends the positive (for hg sufficiently small) operator

—Lpop = —;div (ydet Vg e VPV, Tao q>9vq>;1w) Vo € D(Lsy) = C(),
(3.58)
therefore, the closed operator Ay, which extends —/35,9, also corresponds to its Friedrichs
extension (see [192, Section VI.2.3]). For the sake of consistency, we also write Ay for the
operator —Lg. Similarly, by has the representation bg(u, v) = (Bgu,v) 2(q), Where By is the
bounded, positive linear operator given by multiplication by e=#V°®e |det V®y|, which is both
bounded from above and from below uniformly inside D:

my (D)(1=C3(D)ho)|[u] 720y < bolu,uw) = (Bou, u) 2 gy < lle™V || 1o (p) (1+C3(D)ho)|ull 2 (g

(3.59)
It follows (see [153, Proposition 1] or the discussion in [192, Section VII.6.1]) that the reciprocals
of the eigenvalues of the compact, positive operator Ae_lBg on L%(Q) (which is also self-adjoint
for the topologically equivalent scalar product (By-, ) 2(q)) are the solutions to

Agwg = AgBowg, Mg >0, wy€ D(A@)

In fact it is more convenient than solving the latter generalized eigenvalue problem to con-
sider the spectrum of the compact operator A, !By, which is composed of positive, isolated

eigenvalues of finite multiplicity.
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Perturbation estimates. Let us define the first-order perturbations of the linear forms (3.53).

More precisely, we define, for u,v € H{(£2), the symmetric bilinear forms
1 T (o, T T —pv 1 T : —Bv
dao(0)(u,v) = —/ Vu (Va 0 —aVe— Vo a) Vve + —/ Vu' aVudiv <9e ) ,
B B Ja

dbo(6)(u, v) = /Q wv div(fe#Y).

(3.60)
Writing, for u € H}(Q),
ra(H,u) = a9(u7 ) - Cl()(u, ) - daO(H)(u7u ) (3 61)
rp(0,u) = bg(u,u) — bo(u,u) — dby(0)(u,u),
we next show that the following bounds hold for all u € HZ(Q2) and 6 € By, (0, ho):
[dao (0) (u, u)| < Car (D) |0l 1. a0(u, ), [dbo(0)(u, u)] < Co,1(D)[|0] 1. bo(u, ), (3.62)
[7a(0, w)| < Ca2(D)|015y1.a0(u, ), [76(0, u) < Co2(D)[|0]5y1, bo (u, u),

where Cq 1(D), Cq2(D), Cp,1(D), Cp2(D) are positive constants. These estimates, together with
the linearity of the maps 6 — dag(6) and 6 — dby(f), establish the Fréchet differentiability
of the bilinear forms ag, by, in the topology of relative ag-form-boundedness and bp-form-
boundedness respectively, at § = 0. Note that the Kato—Rellich theorem (see for instance [318,
Theorem 6.4]) then implies that D(Ay) = D(Ap) in a W1 >-neighborhood of § = 0. Therefore,
we may assume that hg is sufficiently small so that D(Ag) = D(Ag) for all 8 € Byyi,(0, ho).

The expressions (3.60) are motivated by formal first-order expansions in # in the expres-
sions (3.53). In order to establish them, we first note that the following estimates hold
uniformly inside D:

[995 | ne,, <1+ C1(PIR0

[det V| oo () < 1+ C3(D)ho,
la o @al oo @urty) < @l oo (pirty) »
e e gy < ™™

N

[veq! -~ aa- W>HLW(QM < D)y

Cy
(3.63)
Idet V®y — 1 — div 0| ;e () < Ca(D) ][0 Fy1.00
1

//\

Ha oby—a— VaTGHLOO(Q;Md H HLOO(D My©My) 16 ”L°° (R%;RT) »

e (V) < 39 e P

101l o< (;ra), VOl Lo (:01,) < Po,
Idiv @] < dho.

The two first estimates in (3.63) follow immediately from (3.54) and (3.55). The third and
fourth follow from the inclusion Qy C D, the fifth and sixth are already given in (3.54) and (3.55).
The seventh and eighth follow from the regularities V' € W%°(D), a € W*°(D; M) given
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by Assumption (Reg), and the inclusion y C D. The penultimate estimate is clear, and the
last one follows from | Tr M| < d|M |, .

From the estimates (3.54), (3.55) and (3.63), we obtain, by the Leibniz rule in the Banach
algebra L>(Q; M), that the map

Whee 5 L(Q; My),
(67
0+ VO, "aodyVd,?| det VPyle VP,

is Fréchet differentiable at § = 0, with
Da(0)0 = —=VOTae ™ +Va'0e PV —aVhe PV + adiv (He*ﬁv) :
Moreover, there exist Mg 1(D), Mg 2(D) > 0 such that, uniformly inside D, it holds

Ma 1 (D10l

)

Mo o(D) 6]y

)

[ Da(0)0]] Lo (04

<
le(0) — a(0) = Da(0)0]| oo (1) <

By a similar argument, the map

W — L(Q),
v
0 — | det Vdgle PV oo,

is Fréchet differentiable at § = 0, with
D(0)0 = div (ee—ﬁv) ,
and the estimates

Mp,1 (D)6l

)

1DY(0)0]] () <
17(8) = ~7(0) = DY(0)8] e () < My 2(D) ][]y

hold uniformly inside D for some positive constants My 1 (D), My 2(D) > 0.

We now show (3.62). It holds
dag (6)(u, u) ; /Q Vu' Da(0)0Vu,
ra(6, ) = ; /Q VuT (a(6) — a(0) — Da(0)0) Vu,
dbo (6) (u, 1) — /Q w2 D(0)6,

r(0) = [ (3(8) = 7(0) = DA(0)0)
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whence, uniformly inside D:

M,1(D
dao(6) (u, u)| < a’;()H@’WLOOHVU”%%Q;Rdy

M, 2(D)
(0, u)| < “TneuivwHwniz(g;ﬂ{d),

|dbo(6) (u, u)
|Tb(9)u)

)

My o(D) |10 3y1.00 1l 72 ()

)

| < M, I(D)HHHWLWHUH%Q(Q)v
| <

Using (3.57) and likewise the lower bound in (3.59), it follows that (3.62) holds with constants

- M,1(D) _ M1 (D)
1P = By D)1 - o2 - Gy P T e D)1 - CaDIha)
Ca2(D) = —= Ma(D) Ch2(D) = YalD)

’ ea(D)my (D)(1 = C1(D)ho)*(1 — C3(D)ho)’ my (D)(1 — C3(D)ho)

At this point, we have obtained the necessary estimates casting the problem in the form
treated in [152, 153], using abstract arguments of perturbation theory. We next largely follow
the approach of these works, but nevertheless give a full proof below, not only for the sake of
self-completeness but also because we require stronger intermediate regularity results than
those obtained in [152] in order to prove the third item in Theorem 3.2.

Continuous Fréchet differentiability of the inverse operator. As previously noted, A;(€2y)
is the reciprocal of the k-th largest eigenvalue of the operator

S(0) := A, ' By.

To obtain the results of Theorem 3.2, it is then sufficient to study the regularity of the

eigenvalues of 6 — S(6). Assuming these are Gateaux-semi-differentiable, in order to obtain

the second item in Theorem 3.2, we may indeed write, for 0 < £ < m:
d 5 d 1

—Aere(Q40) = —(Q)

S | 3.64
dt =0+ dt M e(Q0) g+ (3.64)

where one recognizes right-Gateaux-derivatives of the eigenvalues of S at 0 on the right-hand
side of this equality. A similar observation holds for Fréchet-differentiability.

The first step is to show that 6 — Ae_lBQ is C! in a W' *-neighborhood of § = 0 for
the L%(Q) operator norm.

From the estimates (3.62), it holds from the representation result [192, Lemma VI.3.1]
that there exists L?(£2)-bounded operator-valued maps 6 DSO)H, R4, (0), DggG, Rp,(0) €
B(L?(£2)) such that

dap(0)(u,v) = <D1(410)(9Aé/2u, Aé/20>, dbo(8)(u,v) = <Dgg€Bé/2u,Bé/2v>, -
0,u,v) = ( Ra, (0) At *u, AY? 0,u,v) = ( Rp, (0) BY/*u, B/? (3.6
Ta( 7“7”) Ao() 0o WAy V), Tb( 7“?”) Bo() o Wby v,

where A(l)/ ? is the positive self-adjoint operator defined on D(A(l)/ %) = H(Q) (the form domain
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of Ap) by functional calculus, such that Aé/ QAé/ > = Ay on D(Ap), and where the bilinear
forms 74(0,-,-), m(0, -, ) are defined by polarization from the expressions (3.61). Moreover,

the operators DSO), Dgg are clearly linear, and the bounds

s

< Caa(D)0llwre, D50

< Cp1(D)||6]|w1,00,
’B(LZ(Q)) ’B(LQ(Q)) b1 (D)0l (3.66)

1R 40D l5z2(0)) < CazDOlprces  [1RE, (O)llg12(0)) < Co2(D)[8ll71.
are satisfied uniformly inside D, with the constants appearing in (3.62).

Let f € L?(2), and set
— AT1/2 (1) —14-1/2 1/2
uwi=Ay "(Id+ Dy + Ra,(0))" Ay " f € D(A)7),

where the inverse is well-defined for [|0]|yy1,0c < hg sufficiently small, by the estimates (3.66).
By the representation result [192, Theorem VI.3.1], it holds for any v € D(Aé/Q) = H}(Q),
that

1 1/2 1/2 —-1/2 1/2
ag(u,v) = ((1d+ D)0 + Ray (0)Ag/*u, Ay U>L2(Q) = (451, A U>L2(m = {f,0) 120 -

By the representation theorem for symmetric positive closed forms [192, Theorem VI.2.1], it
holds u € D(Ay) and Agu = f, whence

-1

A7t =AM (104 D)0+ Ray(0)) Ay,
and writing the Neumann series expansion, it then holds that
_ —~1/2 1 - =

Ayt =Ag"? (1a=DY)0) A2 + R, (0),

with quadratically bounded remainder: ||§A_1 D2y < C0,2(D)||0]31,0 uniformly in-
0 ~
side D for some constant Ca,2(D) > 0 and some operator-valued map R, 1 : Wh™ —
0

B(L?(Q)). Since DSO) is controlled uniformly inside D in the L?(2)-operator norm, we only

need to check that this is also the case for Ay Y 2, but this follows from the lower bound (3.57),

which is uniform inside D.

Therefore, 0 +— A;l is Fréchet-differentiable at 6 = 0, with
_ —1/2 2(1) 4—1/2
DAY'9 = —A,"*DVoAs .

Since 0 — By is Fréchet-differentiable at § = 0 from (3.66), the inverse operator 6 — S(6) is
also Fréchet-differentiable at 8 = 0, with

DS(0)8 = — Ay * D46 By + Ay By D)o By %, (3.67)

0

and with quadratically bounded remainder:

S() = 5(0) + DS(0)8 + Rs0) (). [|Rs0)(O)llsz2(2)) < Cso2(P)0hn0  (3.68)
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uniformly inside D for some Cg, 2(D) > 0 and some operator-valued map Rg(q) : whee
B(L?*(Q2)).

At this point, we note that, due to the uniformity of the estimates (3.57) and (3.63) inside D,
the same analysis shows that, for ||0|]yy1, sufficiently small, S is Fréchet differentiable at ¢

and the expansion

S(0+60) = S(0)+DS(0)60+ R (00), | Rs(e)(90)l|3z2(02)) < C0,2(D)[|86][ 31,00, (3.69)
is valid, with crucially the same constant as in (3.68), and some other operator-valued
map Rgg) : WH — B(L*(12)).

Indeed, the previous argument applies upon replacing by the bounded Lipschitz do-
main Qy C D as long as || @59 0 Py — Id||yy1.00 < hg. A simple computation shows that || ®s o
Dy —Id||yy1.ee < ||0]lywroo +1100]yp1.00 + [|0]]y1.00 |00 ||y1.00, SO that taking ||0]|y1,e0, [[00]| 1,00 <

/1 + hg — 1 suffices.

Therefore, upon further reducing hg, we assume from now on that S is Fréchet-differentiable
inside Byy1, (0, ho). In fact, the uniformity with respect to 6 of the remainder in (3.69) implies
that S is C in a Wh*-neighborhood N of § = 0 for the L?(Q)-operator norm, which we now
show.

Let 61,0 € WH®(RY) be sufficiently small, and write fy = 6; + 66;. Additionally, take w €
W with [|w|y1.. = 1, and write d0g = ||§61|/)y1,0w. By the expansion (3.69), it holds

5(92 + 592) = 5(92) + DS(QQ)(SQQ + RS(QQ)((SQQ),

(3.70)
5(92 + (592) = 5(91) + DS(Ql)((591 + (592) + RS(QI)((591 + (592).

Substituting the further expansion
S(02) = S(01) + DS(61)661 + Rg,)(001)
in the first line of (3.70), we find after simplification
[DS(02) — DS(01)] 002 = Rgg,) (661 + 662) — Rg(g,)(061) — Rg(p,)(362).
Estimating the L?(2)-operator norm using (3.69), we find

[ [DS(02) — DS(61)] w120y l|001 .0 < Cssy 2 (H591 + 0025100 + (1061 51,00 + !\592\@\/1’00)
< 6C5.21061 [[3y1.00

since [|661]|yw1.00 = ||002||1,0 and therefore ||001 + 302 ||1,00 < 2||061 ||yy1,00. Therefore,

I[DS(62) — DS(01)]wl|L2) < 6Cs;,2

92 - 91 HWl,oo,
which, upon taking the supremum over {w € W4 _||w||yy1.0c = 1}, shows that DS is Lipschitz

(and in particular continuous) for the L?(Q)-operator norm in a WW!*-neighborhood of 6 = 0.

We now show the first item in Theorem 3.2. We have already proved that 6 — S(0)
and 6 — B(0) are C! in a W' >-neighborhood of § = 0. From the bounds (3.59), the same
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regularity holds for 6 — B(0)*'/2. Therefore, the map

WHR(RY) = Kea(L*(Q))
6 — By/S(0)B, '
is C!, at @ = 0, hence Lipschitz on some neighborhood Ng € WL of 0, where Kg(L2(8))
denotes the subspace of compact self-adjoint operators in B(L?(2)).

A well-known consequence of the Courant-Fischer principle (the so-called Weyl perturbation
inequality, see for example [314, Section 1.3.3] for the analogous case of Hermitian matrices)
implies that, given a Hilbert space H, for any j > 1, the eigenvalue map

Ksa(H) = R
A pi(A)

is 1-Lipschitz in the H-operator norm, where px(A) denotes the k-th largest eigenvalue of A
(counted with multiplicity). By composition, for any j > 1, the map 6 — uj(BéﬂS(H)B;l/z) =
1;(S(0)) is also Lipschitz on Ns. The claim then easily follows since 0 — (Me+2(€20))ocram =
(1/1k40(S(0))) o< With pr1e(S(0)) > 0 for any 6, and the map = — (1/x),;,, is locally

Lipschitz on (0, +00)™.

From now on we view S(6), for § € W' sufficiently small, as an operator on L%(Q),
stressing that, in this setting, S(0) is a compact self-adjoint operator, although for 6 # 0, these
operators are generally non-symmetric, but still compact with real spectrum (since the S(6)

are conjugate to self-adjoint operators on L?(2)).

Finite-dimensional reduction around eigenvalues clusters. We recall that, by assump-
tion, Ax(€2) has multiplicity m > 1. By compactness of the family S(f) and the continuity
of its eigenvalues, there exists a complex, positively oriented contour T : [0,1] — C separat-
ing 1/A,(Q) from the eigenvalues of S(0) different from 1/\;(Q2), and hy > 0 such that, for
any 0 € By, (0, hg), S(0) has exactly m eigenvalues inside I', counted with multiplicity. We

denote the Riesz projector by
1

My = ———
0 o

[ Re()dc. (3.71)
r
where we define the resolvent of S(6) as
Re(0) = (S(0) =)' = By (45" = ¢By )7
Note that IIy is a projector onto the S(6)-invariant subspace

Span {ug¢(Q9),0 < £ < m},

and is L%(Q)—orthogonal when 6 = 0. We next show that 6 — Iy is C* in a W' *°-neighborhood
of 6 = 0 for the L3(§2)-operator norm.

By continuity of the eigenvalues of S(6) with respect to 6, we may choose hg sufficiently
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small and C(D) > 0 so that, uniformly inside D and for all ¢ € T, it holds
R (D) Br2(0)) < C(D). (3.72)

We furthermore assume hg to be sufficiently small so that the expansion (3.69) holds. Let 6,06 €
Byy1,5 (0, hp). The second resolvent identity states that, for any ¢ € T,

Re(0+60) —Re(0) = Re (04 00)(S(0) — S0+ 60))Re(0),
so that, rearranging, we obtain
Re(0) = Re(0+00) (Id + [S(6 + 60) — S(0)| R¢(9)) ,

whence, for [|S(6 + 060) — S(0)||512(0)) < HRg(Q)Hg(lLQ(Q)), we have the expression

Re(0 + 60) = Re(0) (Z<—1>k (S(6+66) — 5(0))7%4(9)]’“> .
k=0

Then, by the expansion (3.69) and the uniform bound (3.72), one can find hg, K (D) > 0 such

that, uniformly inside D, and for any ¢ € T, §0 € W1 with [|6 + §0|\p1.00 < ho, it holds

Re(0+36) = Re(8) — Re(0)DS(0)36R:(6) + Q(6,56,C),  [Q(6,86,C)[| < K(D)[|66][Hy1.00-

Therefore R is Fréchet-differentiable at 6, and its Fréchet derivative is given by DR (6)660 =
—R¢(0)DS(0)50R ¢ (0), which is continuous in 6 in a W'>-neighborhood of § = 0 for the L%(Q)—
operator norm, owing to the Cl-regularity of S and the continuity of R¢. By dominated
convergence in (3.71) using the bound (3.72) and the fact that D.S(0) is bounded in the L%(Q)—
operator norm uniformly inside D, it follows that 6 — I, is also C' in the L%(Q)—operator
norm in a W' *-neighborhood of # = 0. We denote its Fréchet derivative by 66 — DIIyd0.

The last key step is to connect the invariant m-dimensional subspaces H(;L%(Q) and HOL% (Q)
via a linear isomorphism which is Fréchet differentiable with respect to 6 at 6 = 0. This will
allow to relate eigenvalue variations of S(f) to those of a conjugated operator S(f) acting
on the fixed m-dimensional Hilbert space HOL%(Q) on which perturbation results are readily
available. This follows the general construction discussed in [192, Section 1.4.6] for continuous
families of projectors, to which we refer for additional details. Introduce the bounded operators

Q(0) = (ITy — Ip)?, U(0) = (Illy + (Id — TIy)(Id — TIp)) (Id — Q(8)) /2,

where (Id — Q(6))~1/2 can be defined via the following expansion for ||TIy — IIy|| < 1:

(- Qo) 2=y (ff/ 2) ()"

k=0
Note that U(0) = Id. The definition of U(f) is motivated by the observation

Co,0Do9 = CpoDop = 1d — Q(0),



220 Appendix 3.A: Proof of Theorem 3.2

where
Cyo = Hollp + (Id — o) (Id — Tg) : Mg L3(Q) — HOL%(Q),

and Dy g is the analogous operator obtained by exchanging the roles of # and 0 in the definition
of Cpp. Simple computations (see also the discussion in [192, Section 1.4.6]) then show
that U(6) : HgL%(Q) — HOL%(Q) is an isomorphism, and that Ily, Il are conjugated via

Iy = UO) 'IU(0),  where U(0)™" = (IloIly + (Id — IIp) (Id — ITy)) (Id — Q(#)) /2.
(3.73)
Setting
S(0) =U(©)SOU(®) ",

it holds, since 1Ty commutes with S(6) and U(#) is bijective, that
S(O)IL(Q) C L3 (9),

so that §(9)|H0L§(Q) is a well-defined linear map. The bounded operator S(Q)]HGL%(Q) is
diagonalizable, as it is conjugate to the operator

By*S(6)B,/*

B,y L23(2)

which is self-adjoint for the L?(£2) inner product. Therefore, the conjugate operator S (0)|m, L2(@)
is also diagonalizable, and the spectra of these two operators are identical, counting with
multiplicity.

Moreover, due to the C! regularity of 6 + IIy, the map U(6) is also C! in a W *°-neighborhood
of § = 0, and since DQ(0) = 0, it also holds D(Id — Q(Q))_I/Q‘g_o = 0, whence

DU(0)9 = (DIIy6) Iy — (DIIp8) (Id — ) = 2 (D) Iy — DIyh = 0,

since the last expression is the Fréchet differential of Hg —Ilp = 0 at § = 0. Simi-
larly, DU~1(0) = 0, so that 6 — S(6) is C* as a map WL (R%R?) — B(HOL%(Q)) in
a Wh>_neighborhood of 6 = 0, with

~

DS(0)8 = DS(0)6.

We stress that HOL%(Q) is a m-dimensional vector space, on which S(f) defines a C'-family
of diagonalizable endomorphisms. In particular, for fixed § € W, there exists t5 > 0 such
that the map ¢ — S (t0) |1, 12(9) is differentiable on (—tg,tg), so that from finite-dimensional
perturbation theory (see [192, Section I1.5.4, Theorem 5.4 and Remark 5.5 and Section I11.5.5,
Theorem 5.6]), and since 1/\;(Q) is semisimple in the sense of [192, Section 1.4] (as S(0) is
diagonalizable on HOL%(Q)), there exist m maps (i) <y, differentiable on (—t4,%9) and
satisfying (3.13), such that

V1i<li<m, uy(0) € Spec (I DS (0)61y) ,

where I1DS(0)611) is viewed as a linear map on HOL%(Q).
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Computation of the Gateaux derivatives. It remains to show the formula (3.14). This
reduces to computing the components of the matrix representation of I1o DS (0)011 for the L% (Q)

scalar product, in the given L%(Q)—orthonormal basis {u,(f)(Q), 1<e< m} For convenience,
we denote by
Vi<l <m, up = u,(f)(Q), and A=A\ (Q).

Recall the relation (3.64). Setting

Mij ((9) = )2 <H0DS(0)9H0U1, UJ>L%(Q) R
and using (3.67), we find, since Il is L%(Q)—self—adjoint and Ipu; = wu; for each 1 < i < m,

<H0DS( )0H0U1,UJ>L2 Q) = ( )9H0u17HOUJ>L%(Q)
BQDS( )QUZ’, uj>L2(Q)

= (Bo (— 432 D0043 2 By + A5 BY 2 DROBY) wiyu;
=

= (D
= (
L2(Q)

( A1/2D( )9A1/2A 1B + Bl/2D(1)eBl/2> Uiy AalBouj>L2(Q)

— _)\72 <Aé/2DE410)0A(1)/2U'“ u] + )\71 <Bé/2DggeBé/2uzy u‘7>L (Q) P

> L2(9)

taking adjoints of the L%(Q)-self-adjoint operators Ay ! By in the fourth line, and using the
eigenrelation Ay ! Boui = u; /A for all 1 < ¢ < m in the last line. It follows that

1/2 (1) 41/2 1/2 (1) g p1/2
M;i;(0) = <A0/ D,(axo)er/ UuUJ>L 2) )‘<Bo/ 171(93930/ Uz’uJ>L 2(0)
= daO(e)(uia u]) - )‘dbo(e)(uh uj)a

where we used the representation formulas (3.65). Substituting in the expressions for the
first-order perturbations (3.60) finally yields (3.14).

Fréchet differentiability for simple eigenvalues. We now assume that A;(€2) is a simple
eigenvalue. For ||0]|yy1. sufficiently small, it holds from the conjugation (3.73) that rank ITy = 1,

and

~

1
5y~ (SO @), o

Since 6 — S(0) is C* in a Wh*-neighborhood of § = 0 and A, () > 0, the map 0 — A, (Qp)
is also C! in a W' >_neighborhood of § = 0 by the chain rule. A closed-form for the Fréchet
derivative DA, (£20)0 at 6 = 0 is then given by M;1(#), or by the boundary form

2
DA(0)0 = ; o (8u§r(lﬂ)) n'anf ne PV

in the case 9 is C%! or if Q is convex, as in Corollary 3.4. O
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Appendix 3.B: The Parallel Replica algorithm and its efficiency.

In this appendix, we motivate the shape-optimization objective 3.8 by discussing its relevance
to a class of accelerated MD methods, the so-called Parallel Replica class of algorithms.

The maximization of (3.7) is motivated by algorithms in accelerated molecular dynamics,
where the separation of timescales is key in ensuring the efficiency of the Parallel Replica
method (ParRep); see [305, Section 6.2] or [268, Section 2.7], where the authors already discuss
the influence of the domain definition on the metric (3.7). In this context, the quantity defined
in (3.7) is called the scalability metric, and is directly related to the efficiency of ParRep [334].
While many ParRep-like methods have been proposed (see for instance [325, 42, 12, 266]), we
present in this section one of the simplest versions, for which the objective of maximizing (3.7)
with respect to {2 is most easily motivated.

At its core, ParRep provides a way, given a metastable domain Q C R?, to trade some details
of the dynamics inside €2 against a kinetically correct sample of the exit from €2 (in the sense
that both the exit time and the exit point are unbiased), coming at a lower cost in wall-clock
time, using parallel computing resources. Given a good coverage of the configuration space
by a set of good metastable states (24 )aecr, one can then effectively parallelize in time the
sampling of a long, spatially coarse-grained trajectory.

A major advantage of ParRep compared to other accelerated MD methods (see [332, 312])
is that it is largely agnostic to the form of the dynamics and therefore applies to a wide range
of Markov processes. The theoretical justification of the method, however, requires proving
the existence and uniqueness of the QSD, see [206, 275] for results on the Langevin dynamics
in the overdamped and underdamped settings, respectively.

We now describe the Parallel Replica method. While the original formulation [334] of the
algorithm used disjoint metastable states, defined as basins of attraction for the steepest
descent dynamics on the energy landscape, we formulate a variant which is more general, in
the sense that it accommodates metastable states which may overlap, and whose union does
not necessarily cover the whole configuration space.

We first introduce a number of hyperparameters.

Parameter Description

Nproc € N* the number of replicas,

(%)ier, a set of metastable states, and for each 7 € I:
C; C )y, an associated core-set,

teorr(€2;) > 0,  a decorrelation timescale, and

tphase(€2i) > 0 a dephasing timescale.

Input parameters for Algorithm 3.18.

We assume that the core-sets are pairwise disjoint:

Vijjel,i#j  CGNC=2.
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This condition ensures that there is no ambiguity as to which state is entered in step A of the
algorithm below.

Algorithm 3.18 (ParRep with rejection and core-sets.). The algorithm proceeds by iterating
the following steps:

A Initialization: run the dynamics until it enters a core-set C;, at time tgy, for some i € I.
Denote 7 = inf{t > to : Xy & Q;} the next exit time from the corresponding state ;.

B1 Decorrelation (successful case): if the dynamics remains for a time teoy(€2;) inside €, it
is presumed to be distributed according to the QSD v in ;. This introduces a bias, but
which decays quickly with teor () according to (3.6), provided \o(£2;) — A1(€;) is large.

B2 Decorrelation (unsuccessful case): if the dynamics exits at T < to + teorr(€2i), record the
exit event (1, X;), and proceed from step A.
C Dephasing: Simulate Nproe independent copies (X(i))1<'<N of the dynamics starting
XX {Vproc
from Xél) = Xigtteon (), JOT @ time tphase (£2:) > 0.
D Conditioning: reject replicas which exited €; during step C. Denote by N < Nproc the
random variable counting the number of surviving replicas.

(4)
The (tihase(Q
up to some bias decaying quickly with tohase(§2).

))léiéN are now presumed to be i.i.d. according to v'. Again, this is correct

K3

E Parallel exit: evolve the N replicas independently until the first exits from €;, say Xﬁj).) ¢,

je. 7U) = 1I<11i<nN 7). According to the property (3.5), the equality
\Z\

(to Fteor () + N [r@ — tphase(Qi):| X%) (7, X,)
holds in law.

F Set Xt()"l‘tcorr(Qi)“l‘N(T(j)_tphase(Qi)) = Xi{]).) and proceed from step A.

Let us make a few remarks about Algorithm 3.18. Steps C and E can be run on a parallel
computer with Npyoc processors. Assuming synchronized MD engines, these two steps therefore
only cost tphase(£2;) and () —tphase (€2i) respectively in wall-clock time. Since () —tphase(€2i) ~
E(N/A1(8;)) conditionally on N, this provides to a large acceleration if N is large, at the cost
of an overhead tphase(€2;) in step C, which does not correspond to a physical time evolution.

Because exit events sampled during step B2 are driven by the original dynamics, they are
unbiased. Therefore, ParRep differs from other accelerated MD methods in that it correctly
samples the full distribution of exit events, including those corresponding to short, correlated

exit times.

Step B can also be performed in parallel to step C, and this is often done in practice. In
this variant of Algorithm 3.18, the replicas are initialized at X(gl) = Xy, for 1 <@ < Nproc, and
one usually chooses teorr(€2i) = tphase(€2i). Moreover, in the case B2, the exit of the reference

dynamics €; kills the replicas running in step C.
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The path obtained by concatenating the segments

(Xt)to<t<totteon () {(Xt(l))tgtphase(fl,-)<’r(j)7 1<y< N} and (Xt(]))tphase(ﬁi)gt<’r(j)

has, in law, the same length as the path (X¢)¢ <t<r under the sequential dynamics (neglecting
the bias in steps B and C). Therefore, Algorithm 3.18 can be understood as sampling a
discontinuous modification to the original dynamics, which jumps N times from v to v* in

the quasi-stationary portion (Xi)y44....(:)<t<r Of the trajectory.

The core-set C; encode how one defines an entrance into €2;, while the set {); encodes how one
defines an exit from ;. We argue that the latter is the most important parameter as it impacts
all the steps B-E, with C; is only involved in step A. The sets C; can be defined using physical
intuition. In our numerical experiments (see Section 3.5.3 below), we consider two natural
definitions of these core-sets, namely small balls around free energy minima, or the intersection
of the associated free energy basin with the state 2;. An outstanding question, which we
leave for future work, is whether one can optimize the definition of the core-sets C;, given
definitions for the states €2;, to make Algorithm 3.18 efficient. Heuristically, the set |J;c;C;
should be visited often by the dynamics, and starting from 9C;, convergence to v* should be
both likely and fast (so as to minimize the time spent in step B). This question is related to
the minimization of the pre-exponential factor in the error estimate (3.6).

A pathology may occur in the event no replica survives in step C. This possibility can be
assumed to be rare provided €2; is locally metastable and Ny, is large, for reasonable choices
of C;. Nevertheless, the rejection sampling performed in step D can be replaced by a branching
mechanism known as the Fleming—Viot process (see Algorithm 3.16 below), which has the
advantage of ensuring N = Ny replicas survive, at the cost of introducing additional (small)
correlations between replicas at the end of step D, which therefore induces some bias in step E.

Crucial hyperparameters are the decorrelation times tcor(€2;), and dephasing times tphase(€2;)
for ¢ € I. These should be valid, in the sense that the bias introduced in step B and the
correlations between replicas in step C should be small, but setting tcor(€2i), tphase(£2i) to
large values will lead to excessive spending of wall-clock time in these two steps, leading to an
overall decrease in the achieved speedup. A simple choice is to set

7fcorr(Qi) = tphase(Qi) = - log 8Corr/()\2(Qi) - )\l (Qz)) (374)

where 0 < ecorr < 1is a small, domain-independent tolerance parameter. This choice, which has
already been suggested (see [305, 268]), is motivated by taking logarithms in the estimate (3.6),
and neglecting the contribution |log C(z)|/(A2(€2;) — A1(€2;)) to the bias coming from the
prefactor, which depends on the initial condition z. The choice (3.74) also motivates the need
for quantitative estimates of the spectral gap \o(€2;) — A1(€);), for which various strategies
have been proposed, see [50, Section 3.3] for recent results in this direction.

Let us fix ¢ € I, and compare the expected wall clock-time to sample a metastable excursion
inside 2; using Algorithm 3.18 to the expected wall-clock time using a sequential simulation.
We assume successful decorrelation in step B, rejection sampling in step C and the choice (3.74)
where 0 < e¢orpr < 1 is sufficiently small so that the bias and correlations introduced in steps
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0y

Figure 3.20: A trajectory sampled using Algorithm 3.18. Dotted lines correspond to step A, dashed
lines to step B: a successful decorrelation B1 in {2y, followed by a failed decorrelation B2 in €25. The
solid line corresponds to the trajectory (Xt(j ))tphase(g D<t<rt) in step E. The discontinuity hides a

(parallel) time evolution of length (N — 1)(70) — # 1.c(Q1)) in step D.

B1 and C can be safely neglected. By (3.5), we have E,[N] = e~ (@)tpnase (W) N expected
replicas at the end of step C, i.i.d. according to the QSD. Replacing IV by its expected value
under v (and making a so-called annealed approximation in doing so), the expected wall-clock
time in step E is given by e (©)tphase(S%:) / (A1(€2)Nproc), by standard properties of exponential
random variables. Therefore, the combined wall-clock time in steps B1-E is given by

tgfli_E(Qz) = tcorr(Qi) + tphase(Qi) + e)\l(Qi)tphase(Qi)/(Al (Qi)Nproc)-

The second term accounts for the overhead of simulating N trajectories in step B., which can
be done in parallel. By contrast, the expected wall-clock time to simulate the same process

using direct simulation is given by
tgl%éE(Qz) = tcorr(Qz’) + 1//\1(Qi).

Recalling the definition (3.7) of N*(£2;), substituting in the definition (3.74) and rearranging,

we find BLE
tDNé (Q) _ N*(QZ) B lOg Ecorr

tEPI{_E (Qz) - (N* (Qi)/Nproc)ei(loggcorr)/N* (€4) — 2 log ecorr .
One can check that the right-hand side of (3.75) is an increasing function of N*(£2;) for Nproe > 0
and 0 < €cory < 1. Therefore, N*(€2;) should be maximized to maximize the effectiveness of

(3.75)

the ParRep algorithm. This objective is only reasonable if the bulk of the simulation time is
captured by steps of type B1, C, D and E in Algorithm 3.18. That is, trajectories drawn
from (3.1) should spend most of the time inside metastable states, and not in excursions
between them. This constraint is related to the intrinsic metastability of the system as a
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whole: in systems for which a significant portion of time is spent in non-metastable regions of
phase space, accelerated MD methods are not expected to be efficient, regardless of the choice
of states.

We stress that the previous discussion is one of a number of possible ways to present the
efficiency of ParRep and its variants, but the conclusion is always the same: one should
maximize N*(§2) with respect to 2 to obtain maximal benefits from the algorithm inside the
metastable state (2. The methods described in this work should also allow to directly optimize
the ratio (3.75), as well as other objectives whose free parameters are the states defining the
Dirichlet eigenvalues A1 (€2) and A2(Q2) of —Lg.

In Figure 3.21, we depict the objective (3.75) as a function of N*(£2) and the number Npyoc
of available processors, as well as the parallel efficiency metric tBEE(Q)/ (Npmct%l{E(Q))
This metric measures the wall-clock time speedup per number of processors, and therefore how
effective Algorithm 3.18 utilizes parallel computing resources for the purpose of acceleration.
A simple estimate show that, in the regime N*(2) > 1, Npoc should be chosen of the order
of O (N*(Q)) to reach a target parallel efficiency 0 < a < 1 for Algorithm 3.18 inside €. In
materials science applications, the separation of timescales (3.7) is often much larger than the
number of available processors, and parallel efficiency upwards of o = 0.95 are often reported,
see [268]. The contour line of parallel efficiency o = 0.5 is depicted on the right-hand side of
Figure 3.21.

Remark 3.19. It would be somewhat more satisfactory, owing to (3.6), to take the spatially-
dependent prefactor C'(z) into account in the choice (3.74) of decorrelation time. An unresolved
step in this direction is to obtain quantitative estimates of this prefactor, at least in limiting
regimes or simple analytic cases. We leave this point for future work. At any rate, we expect
the corresponding shape-optimization problem to be substantially more difficult to handle.

Another family of methods (see [156]) attempt to estimate tcorr(€2) + tphase(2) “on the fly”
using statistical information generated by a Fleming—Viot process in a combined step (B,C,D).
In the work [156], this strategy is implemented using a Gelman—Rubin (non)-convergence
diagnostic to estimate the decorrelation time. This opens up the possibility of applying ParRep
to situations in which little a priori information is available on the timescales at hand, such as
biological systems. However, some questions remain on how to optimally balance reliability

and efficiency concerns in this context.

Appendix 3.C: Properties of the coefficients of the effective

dynamics

We give sufficient conditions for the regularity assumptions of Proposition 3.9 using the
following identities, proven for example in [229, Lemma 3.10] for a C* function ¢ : R — R,
but which are still valid (with the same proof) under weaker regularity assumptions on ¢.
Define the partial integration operator with respect to &:

Peo(z) ::/Z © det(Gg)fl/2 dHs,,
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Figure 3.21: Effect of the separation of timescales (3.7) and number Np.oc of processors on Algo-
rithm 3.18. Left: wall-clock time speedup over direct simulation (Equation (3.75), with values on a
log;-scale). Contours corresponding to ten-fold decreases in wall-clock time using ParRep are plotted
in white, starting from the break-even contour below which direct simulation is faster. Right: parallel
efficiency metric, with contour line a = 0.5.
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which is continuous, for instance from L'(R¢) to L'(R™) by the coarea formula. Then it holds

V(Pep) = Pe(Vew),  Vep:i=div(pGg'veT),

where in the last line, div denotes the row-wise divergence applied to the m x d matrix
field LpG;V{T. In particular, for 1 < a,y < m, it holds formally that

02 Pep = P [[Me]] V (IM¢]], Voo + pdiv [Me],,) + div [M). ([Me],, Vi + pdiv [Mel,, )],

where [M¢], denotes the a-th row of the matrix Gg1V§T. From this identity, it follows that

the mapping P : W»®(R?) — W?2>(R™) is continuous when Mg € W(R™; R™*4) . In

turn, this property is satisfied if & € W3°°(R%; R™) and if the condition inIREng () > 0 holds
TEe

in the sense of symmetric matrices.

If this condition on £ is satisfied, it is then easy to show that the conditions of Proposition 3.9

hold for instance if
Ve WrSRY), aeWPSRYE M), Tea >0: u'alx)u > eqlul? for almost every = € RY,

which are uniform versions of Assumptions (Ell) and (Reg), accounting for the fact that 3,
may not be compact for all z € R™.

In practice, it is however often the case that both the dynamics (3.1) and the CV ¢ take values
in compact manifolds, typically the tori L(R/Z)? and L¢(R/Z)™, corresponding respectively to
a periodic simulation domain and a set of angular CVs. In this case, the regularity of F¢ and a¢
follows immediately from the smoothness of { and the condition rank G¢ = m everywhere.

Data availability. Code and trajectory data used in the production of the numerical results
of Section 3.5 are publicly available in the repositories [46] and [47] respectively.



228 Appendix 3.C: Properties of the coefficients of the effective dynamics

Acknowledgments. We thank Olivier Adjoua, Samuel Amstutz, Benjamin Bogosel, Louis
Lagardere, Pierre Monmarché, Feliks Niiske, Danny Perez, Thomas P1é and Julien Reygner for
helpful discussions and insightful comments. We are grateful to the OPAL infrastructure from
Université Cote d’Azur for providing resources and support. Some of the experiments presented
in this paper were carried out using the Grid’5000 testbed, supported by a scientific interest
group hosted by Inria and including CNRS, RENATER and several universities as well as other
organizations (see https://www.grid5000.fr). This work received funding from the European
Research Council (ERC) under the European Union’s Horizon 2020 research and innovation
program (project EMC2, grant agreement No 810367), and from the Agence Nationale de
la Recherche, under grants ANR-19-CE40-0010-01 (QuAMProcs) and ANR-21-CE40-0006
(SINEQ).


https://www.grid5000.fr

Chapter

Fixing the flux: a dual approach to
computing transport coeflicients

Man muss immer umkehren (One must always invert).
Carl Gustav Jacob Jacobi, 1832

Abstract. We present a method to compute transport coefficients in molecular
dynamics. Transport coefficients quantify the linear dependencies of flures in
non-equilibrium systems subject to small external forcings. Whereas standard non-
equilibrium approaches fix the forcing and measure the average flux induced in the
system driven out of equilibrium, a dual philosophy consists in fizing the value of
the flux, and measuring the average magnitude of the forcing needed to induce it.
A deterministic version of this approach, named Norton dynamics, was studied in
the 1980s by Evans and Morriss. In this work, we introduce a stochastic version of
this method, first developing a general formal theory for a broad class of diffusion
processes, and then specializing it to underdamped Langevin dynamics, which are
commonly used for molecular dynamics simulations. We provide numerical evidence
that the stochastic Norton method provides an equivalent measure of the linear
response, and in fact demonstrate that this equivalence extends well beyond the
linear response regime. This work raises many intriguing questions, both from the

theoretical and the numerical perspectives.

4.1 Introduction

Molecular dynamics (MD), much like computational statistical physics at large, aims at
predicting macroscopic properties of a molecular medium by the use of computer simulations.
In order to do so, a classical model of the interactions between atoms is constructed, and

229
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dynamical evolution laws are specified. One can then simulate typical trajectories of the system
through phase space, which, provided they are long enough, allows to estimate to a prescribed
level of statistical accuracy the quantities of interest. See [20] for a general theoretical account
of statistical physics, [324, 7, 133] for an emphasis on numerical methods, and [220, 233]
for an overview of the mathematical aspects of molecular simulation. MD simulations may
prove useful when the properties of interest are impractical to measure due to physical or
cost constraints associated with the experimental setup, or alternatively serve as surrogate
tests for theoretical models. At any rate, MD has grown to occupy an important role in
many applications ranging from pharmacology and molecular biology to materials science and
condensed matter physics, besides having had a significant impact on statistical methodology
at large, through the dissemination of tools such as the Metropolis—Hastings algorithm [247].
First applications of MD included the computation of static properties at equilibrium, in
particular thermodynamic quantities or free energy differences, which still are of considerable
interest today. We refer to [26] for a historical perspective.

Another, more difficult problem is the measurement of dynamical properties, quantities which
depend on the trajectory itself, and capture the behavior of systems undergoing a macroscopic
time evolution: this is the object of non-equilibrium statistical physics. Of particular interest
is the computation of transport coefficients, giving a measure of the sensitivity in the response
of a system at equilibrium to the magnitude of perturbations driving it out of equilibrium.
See [119, 321] for overviews, and [233, Section 5] for a mathematical presentation. Transport
coeflicients are of practical importance, since they characterize the diffusion, heat conduction or
viscosity properties of a molecular medium, and enter as parameters in macroscopic evolution
equations such as the Navier—Stokes equation. One standard approach to compute transport
coefficients by molecular dynamics relies on the celebrated Green-Kubo formula [142], which
expresses transport coefficients as integrated time-correlations between appropriate fluxes in
the system at equilibrium. Another standard approach, see for instance [79], is to directly
simulate the non-equilibrium perturbation, and to measure the resulting average response,
which is, at the macroscopic level and in the limit of a small perturbation, proportional to
the magnitude of this perturbation: this is the so-called non-equilibrium molecular dynamics
(NEMD) approach, reviewed in [82]. Estimators deriving from these approaches however suffer
from large statistical errors, as quantified in [307, Proposition 2.4] for instance, and convergence
requires the simulation of very long trajectories, which comes at a high computational cost. A
key metric to measure this cost is, for any given method, the asymptotic variance of estimators
of the transport coefficient. Although some variance reduction techniques have been proposed
to compute transport coefficients (see [309] for a recent review), efficiently estimating these

quantities is still an important area of research.

From a thermodynamic point of view, the NEMD approach can be understood as fixing
the magnitude of the non-equilibrium forcing, and measuring the resulting flux in the system
driven out of equilibrium, which is conceived as a microscopic state variable. For a small
enough magnitude of the forcing, this flux responds approximately linearly to the forcing, and
the transport coefficient is precisely the associated proportionality constant. This method also
yields a construction of the non-equilibrium ensemble, by defining it as the steady state of the
system evolving according to the microscopic dynamics.
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However convenient from an implementation standpoint, there is no physical reason to a
priori favor an ensemble in which the forcing field is exactly fixed. At the macroscopic level,
fluxes and forces play a symmetric role, which opens the possibility for dual approaches in the
computation of non-equilibrium responses. Other approaches have been proposed to construct
non-equilibrium ensembles in which the forcing does not play such a distinguished role. One
can cite McLennan ensembles [77], expressing non-equilibrium steady-states as first-order
perturbations of the Boltzmann distribution, where the leading order correction term is the
time-integral of some conjugate response; or the dynamical approaches by Komorowski et
al [197], whereby an average flux is induced by a time-periodic forcing. When considering a
dual perspective, the most radical approach is to fix the flux exactly, and measure the average
magnitude of the forcing needed to induce it in the microscopic dynamics. This yields an
alternative measure of the transport coefficient. By analogy with Ohm’s law, one can think of
the NEMD approach as a way to measure a conductance, and the radical dual approach as a

way to measure a resistance.

The microscopic implementation of this dual approach is what we will refer to as the Norton
method, in accordance with the terminology proposed by Evans and Morriss in [120], by
reference to the Norton—Thévenin reciprocity from electrical circuit theory. This approach
amounts to considering a constrained dynamics on a submanifold of phase space consisting
of a level-set of the flux observable. The idea of using constrained dynamics to simulate
non-equilibrium systems already appeared in the 1983 work [117], where it was applied to
capture the mobility, and was also explored in [173]. It was further applied to shear viscosity
computations in [116], where the consistency of the approach was demonstrated. From a
theoretical perspective, formal results under ergodic hypotheses were obtained, including linear
response expressions for the transport coefficient in [120], as well as a result on the equivalence

of non-equilibrium ensembles in [115].

However, Norton dynamics were only considered in a deterministic setting, and, despite
promising results, their potential for practical use was not fully explored. In particular, the
numerical performance of estimators of transport coefficients based on time averages of this
dynamics has not, to the best of our knowledge, been studied yet. Our aim is to extend the
Norton philosophy to the stochastic setting, both for academic motivations (obtaining new
results on equivalence of ensembles in non-equilibrium systems), and for numerical reasons, as
Norton dynamics potentially allow to more efficiently compute transport coefficients. We will
consider both general diffusion processes, and Langevin-type dynamics, which are commonly
used in molecular dynamics [262].

Contributions of this work. Let us highlight our main contributions:

o We define a stochastic version of the Norton method, which is convenient from the
theoretical point of view as rigorous ergodicity results exist for stochastic dynamics, and
are also relevant for simulation since stochastic dynamics are nowadays very commonly

used in molecular dynamics.

o We specialize the Norton method to underdamped Langevin dynamics, and apply it to
compute the mobility and shear viscosity of a fluid. We demonstrate numerically that the
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Norton method gives consistent estimations of the linear response in the thermodynamic

limit.

o We observe on the numerical examples we consider that the non-equilibrium responses
coincide in fact far outside of the linear regime, raising the question of equivalence

between non-equilibrium ensembles.

o We offer numerical evidence that, in some situations, the Norton method is preferable
to the standard NEMD approach, in the sense that the Norton estimators for the
transport coefficients lead to estimates with a smaller statistical error than their NEMD

counterparts.

Many points in the mathematical analysis of the Norton approach are left open at this stage.
This should be seen as an invitation to further study the properties of these intriguing dynamics

Outline. This paper is organized as follows. We recall in Section 4.2 a general framework
for stochastic dynamics out of equilibrium. In Section 4.3, we introduce the Norton approach,
deriving an expression for the diffusion process defining the dynamics, before generalizing the
approach to the case of multiple constraints and time-dependent fluxes. In Section 4.4, we
specialize the setting to non-equilibrium kinetic Langevin dynamics used for mobility and shear
viscosity computations, describing how to apply the Norton philosophy. We also give a physical
interpretation of the Norton dynamics, as one satisfying an oblique version of Gauss’s principle
of least constraint. In Section 4.5, we discuss how to discretize stochastic Norton dynamics,
describing in particular a family of schemes obtained by an operator splitting approach. We
present the results of our numerical experiments in Section 4.6, demonstrating the consistency
with usual NEMD in the thermodynamic limit, and motivating that Norton simulations can
be more efficient than NEMD ones. We conclude in Section 4.7 by discussing the many open

questions and perspectives raised by the Norton method in the stochastic context.

4.2 Non-equilibrium molecular dynamics

We recall in this section the standard framework of NEMD, first presenting the reference
dynamics, before introducing the non-equilibrium dynamics and defining transport coefficients.
We finally discuss the statistical properties of NEMD estimators of the transport coefficient.
We refer the interested reader to [233, Section 5] and [307] for a more in-depth discussion of
the mathematical properties of the NEMD method.

Reference dynamics. We consider a class of non-equilibrium ensembles, obtained as the
steady-states of certain stochastic processes corresponding to a perturbation of a reference
process (usually a dynamics at equilibrium). We denote by X the state space of the system.
Typically, we consider X = R? or T?, with T = R/Z the one-dimensional torus, or a product
of the two. We introduce a smooth vector field b : X — R?, corresponding to the equilibrium
drift, and a matrix valued map o : X — R¥™ corresponding to the diffusion. The reference



Chapter 4. Fixing the flux: a dual approach to computing transport coefficients 233

dynamics is the following stochastic differential equation (SDE):
dXt = b(Xt) dt + O'(Xt) th,

where (W})i=0 a standard m-dimensional Brownian motion. Common choices include the

overdamped Langevin dynamics

2
pr:—VVMth+¢;dW@

and the underdamped or kinetic Langevin dynamics (see Equation (4.26) below).

Non-equilibrium perturbations. We consider in this work the case where the perturbation
arises from an external non-gradient forcing in the drift of the underlying diffusion process,
determined by a smooth vector field F : X — R?. Such dynamics allow the computation of
the shear viscosity and mobility of fluids as explained in Section 4.4, as well as the thermal
conductivity in atom chains, see [216],[345].

The non-equilibrium dynamics is given by the following SDE:
dX) = (b+nF)(X])dt + o(X}) dW;. (4.1)

The parameter 17 € R is a scalar modulating the strength of the perturbation. The equilibrium
dynamics is recovered in the absence of a non-equilibrium forcing, i.e. the case n = 0. The
infinitesimal generator of the dynamics (4.1) can be decomposed as the sum

~ 1 ~
Ly, =L+nL, Ezb-V+§aoT:V2, L=F -V, (4.2)

where V? denotes the Hessian matrix and : denotes the Frobenius inner product defined
by A: B =Tr(ATB). Note that £ is the generator of the reference dynamics, and L encodes
its perturbation. The invariant probability measure satisfies the stationary Fokker-Planck
equation

Ly =0, (4.3)

where E;g is the flat L?(X)-adjoint of the generator. Existence and regularity results for
solutions of (4.3) depend on the particular form of the dynamics, as do properties pertaining
to convergence to the steady-state. It is often possible to leverage the standard analytical
framework of parabolic and elliptic partial differential equations to prove this convergence,
although for degenerate diffusions such as the underdamped Langevin dynamics, one has to
resort to more sophisticated tools, such as hypoellipticity [174] to obtain regularity of the
steady-state, or hypocoercivity [329] to show exponential decay of the evolution semigroup.

We assume in the remainder of this section that, for |n| small enough, the dynamics admits
a unique invariant probability measure for which it is ergodic, and denote the corresponding
expectation by [E,. Given a response observable R : X — R such that

Eo [R] =0, (4.4)



234 4.2. Non-equilibrium molecular dynamics

which we think of as measuring a flux in the system out of equilibrium, we define the associated
transport coefficient as the following limit, provided it is well defined:

a = lim L‘n (5] .

Jim = (4.5)

Rigorous assumptions under which this limit exists are given in [149]. This definition suggests
a simple and natural method to estimate these coefficients: one can compute ergodic averages
of R over trajectories of the non-equilibrium dynamics (4.1), and estimate the linear relation
between n and R for one or several values of n in the linear response regime. The finite-difference

estimator for the limit (4.5) is given by the following ergodic average:

1 T
ar, = — R(X]) dt. 4.6
Tn 77T/0 ( t) ( )

The consistency of such estimators is a consequence of the pathwise ergodicity for the pro-
cess (4.1), which in many cases can be proven using the results of [196]. The latter result also
implies the uniqueness of the steady-state. The existence of the steady-state is often obtained
by Lyapunov techniques, see for instance [280, Theorem 8.3].

Statistical properties of the estimator a7,. A challenge posed by the NEMD method
is that the estimator (4.6) is plagued by large statistical errors when |n| is small, which is
often required to remain in the linear response regime, and avoid biases arising from nonlinear
terms in the response. More precisely, one can show that the asymptotic variance of the

estimator (4.6) scales as 1>

as 77 approaches 0. Indeed, under technical decay conditions on
the evolution semigroup generated by (4.2), one can easily show that the asymptotic variance
is given by

. 2
0727 = lim TVar, (ary) = —

Jim. = [ BRI RO dt

where Var, denotes the variance with respect to E,, and II, is the centering operator 11, =
¢ — Ey[p]. Defining the correlation time by

> E, 1L, R XL, R(X]
o) = [ E TR

we further get, using a first-order expansion in powers of 7 (whose validity has to be verified

on a case-by-case basis),

2 2 1
062“7 = ?Varn(R)Gn(R) = ?Varo(R)@o(R) +0 (ﬁ) ) (4.7)
In summary, the asymptotic variance is, at dominant order in |n|, the asymptotic variance of

the time averages of R under the equlibrium dynamics, divided by 7?.

The leading order of the asymptotic variance highlights why it is often computationally
expensive to obtain accurate estimates of transport coefficients. Although the computation
of such coefficients is recognized as being a difficult problem in practice, only a handful of
research works have been proposed to alleviate this issue, including replacing the forcing F' by
a so-called synthetic forcing devised to induce the same transport coefficient while the range
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of the linear response [307], or relying on carefully constructed couplings [88]. We refer the
reader to [309, Section 4] for a recent overview of current variance reduction techniques in

non-equilibrium molecular dynamics.

4.3 A stochastic Norton method

The Norton approach exploits the macroscopic duality between thermodynamic forces and
fluxes: at the macroscopic level, one can equivalently choose to measure the current induced by
a constant force, or the resistance opposed to a constant current. The microscopic translation
of this duality is the introduction of a new non-equilibrium ensemble in which the flux is held
fixed. As in the NEMD case, we define this ensemble as the invariant probability measure for

a particular stochastic process, which we refer to as the Norton dynamics.

In Section 4.3.1, we present the Norton pertubation approach for a generic reference dynamics
of the form (4.1). We then proceed in Section 4.3.2 to write the dynamics in closed form, by
making explicit the constraining force on the flux. In Section 4.3.3, we give the expression of
the Norton analogs of the transport coefficient (4.5), and discuss how their statistical properties
can be formally analyzed. We finally show in Section 4.3.4 how the Norton approach can be
extended to the cases of multiple forcings, or time-dependent flux constraints.

4.3.1 Presentation of the dynamics

At the dynamical level, the Norton ensemble is defined as the invariant probability measure of
the following stochastic differential equation:

YY" = b(Yy) dt + o(Y;") AWy + F(Y]) dA],

(4.8)
R(Y)) = R(Y) =r.

Here, the evolution of the state is given by the dynamics of Y;” € X, and r € R is the magnitude
of the response flux, which is maintained constant. The stochastic dynamics therefore evolves
on the submanifold

S ={y€X, Rly)=r} =R {r}

of the full state space. The dynamics (4.8) can formally still be considered as a perturbation
of the equilibrium dynamics, in the same direction as the Thévenin process (4.1), but with
a random intensity given by the stochastic process A}, acting as the control by which the
constant-flux condition is enforced. Provided Eg[R] = 0, we can further interpret the Norton
dynamics Y;? € ¥y as an equilibrium dynamics, constrained to exactly preserve the flux. The
relationship between the equilibrium ensemble in which the response fluctuates, and the Norton
equilibrium ensemble in which it is exactly fixed at zero, is reminiscent of the relationship
between the canonical and microcanonical ensembles when R is a spatial average over local
quantities.

We next proceed to show that A” can in fact be defined as an Itd process adapted to the

natural filtration of the m-dimensional Brownian motion W. More precisely, we decompose
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the intensity of the forcing using the following ansatz:
t - _ t
A =Myt [ A0ds+ R A= [Aomaw, (4.9)
0 0

where A, X are functions defined on X , with X\ taking values in R and X in R1X™ This ansatz
is natural for constrained dynamics (see for instance [229, Chapter 3]), and will be confirmed a
posteriori (see in particular (4.11) and (4.16) in Section 4.3.2 below). The average forcing in the
Norton ensemble can then be defined as the expectation of A under the steady-state probability
measure, neglecting the zero-mean contribution of (see Section 4.3.3). Numerically, these
averages can be computed as ergodic averages over discretized trajectories of the Norton
dynamics, as discussed in Section 4.5.3.

4.3.2 A closed form for the forcing process

We make precise here the expressions of the function A(Y;") and the martingale A7 in (4.9),
which allows us to write the Norton dynamics without explicit reference to the forcing. We
assume that A" is of the form (4.9), and verify a posteriori that this ansatz is valid. Applying
It6’s formula to the constant response condition R(Y;") = r yields

VR(F) - () dt 4+ o(¥7) AW, + F() AN + SV2R(OG) - d (MT) =0, (4.10)

where (M); denotes the quadratic covariation process for the martingale part in the It
decomposition of Y":
AM] = o(Y7) AW, + F(Y7) A(YT) dW. (4.11)

Using the uniqueness of the It6 decomposition, we can identify the martingale increment
in (4.10) as
VR(Y/) - o(Y,)dW;

dAT =
! VR(Y])-F(Y)) ~’

(4.12)

provided that VR - F' # 0 almost surely, which we assume here and in the sequel. Plugging
this equality in (4.11) in turn gives

[t PO 8 VROY)
vi = <Id_ F(Y2)-VR(Y.)

t —
) oD W, = [ Prgro(vi)dw.,
0
so that the covariation of the martingale increment is
d(M"), = [Pryroo™ Py | (Y7) dt. (4.13)

In the latter two expressions, we make use of the following non-orthogonal projector-valued
maps, defined for vector fields A, B such that A(z) - B(x) # 0:

A(z) ® B(x)

Pl = 6T Bl

Pap(z) =1d — Py p(z). (4.14)
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A\

ﬁF,VR(y)Ayv"-,_

Figure 4.1: Action of the projector Ppyg: the increment Ay is projected onto the tangent
space Tx, (y) = {z € RY| VR(y) - z = 0} in the direction F(y).

The action of the projector is given, for £ € R? and z € X, by
P __B@E
A,B(x)(§) = : ().
For notational convenience, we introduce

Hrvre(y) = {FF,VRUUTP}‘,VR} (y)- (4.15)

We next proceed to identifying the bounded-variation increments on both sides of (4.10). After
rearrangement and substitution of (4.13), one obtains the following expression:

1
F-VR

1
A =AY/, A= <b -VR+ §V2R : HF,VR,G> . (4.16)
Substituting the expression for A] in (4.8) yields the following expression for the Norton

dynamics:

VQR : HRVRJ) (Y;r>

dY/" = Pryr(Y{) [b(Y/)dt + o(Y/) dWy] — ( 2VR(Y) - FI(Y[)

F(Y7)dt. (4.17)

It can now be checked a posteriori, using It6’s formula, that the dynamics (4.17) is such
that R(Y;") = r for all ¢t > 0, provided the coefficients are smooth. In Figure 4.1, we illustrate
geometrically the action of the projector Ppvr at a point y on a vector Ay.

Without further specifying the particular choice for the reference dynamics, the response
flux observable R and non-equilibrium forcing F', it is difficult to make general comments
about the well-posedness of (4.17). Let us however emphasize that a crucial condition for the
dynamics to be well-defined is that the denominator F(Y;") - VR(Y{") in the expression of the
projector Ppypr and in the last term of (4.17) (which represents some curvature correction)
should not vanish. Thinking of the extreme case where VR and F are everywhere orthogonal,
we see that this requirement translates into a controllability condition: in this case, any forcing
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in the direction F' has no effect on the flux, thus there is no way to control the latter using
such a perturbation. More generally, starting from a configuration for which F'- VR(q) = 0, it
is not possible to maintain the value of the response function using the forcing F'. We therefore
assume in the sequel that the condition

Vyes,  F(y)-VR(y) #0, (4.18)

is satisfied. We discuss the validity of this condition for the numerical examples we consider in
Section 4.6.

Remark 4.1. Although the dynamics derived in this section corresponds to a perturbation
on the drift of the reference dynamics, it may be of interest to extend the Norton approach to
perturbations affecting the diffusion coefficient. In the case of underdamped Langevin dynamics,
such methods would for instance allow to study the behavior of nonequilibrium temperature
profiles in constant heat flux ensembles, for the computation of thermal conductivity. We leave
this point for future work.

4.3.3 Norton analogs of the transport coefficient

We assume the well-posedness of the dynamics (4.8) (or equivalently (4.17)), and also the
existence and uniqueness of the invariant steady-state probability measure for this dynamics,
whose expectation is denoted by E;. We assume that

Ei[\ = 0. (4.19)

This condition is the Norton counterpart of the centering condition (4.4) for the observable
in usual NEMD simulations. When (4.19) holds, the transport coefficient for the Norton
dynamics is defined by analogy with (4.5) as

(4.20)

provided the limit exists. In equation (4.20), ajﬁ r can be interpreted as the inverse of the
resistance to the non-equilibrium forcing. Note that the average forcing in the denominator
of the right-hand side of (4.20) only involves the bounded varation part of (4.9), since the
expectation of the martingale part vanishes.

Provided the Norton dynamics is ergodic with respect to the steady-state, a natural estimator
of the transport coefficient can be constructed by replacing ensemble averages by trajectory
averages, similarly to what is done in standard NEMD simulations. More precisely, the
estimator is computed using ergodic averages of A(Y;") under E, that is,

(4.21)

s rT
e
|
0

The statistical properties of this estimator can be analyzed similarly to what is done for the

estimator (4.6), leading to a result similar to (4.7). Assuming that a central limit theorem
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holds, and that F', R are such that Ej[\] = 0, we can formally write the asymptotic variance
associated with the estimator (4.21) as

a,r

4 1
o2* = lim TVar;(ar,) = T fim TVar) <A*

T—o00 Ex[\]4 7500
_>4 r[ ] - Ay (422)
r 2
= ————Var (\)Or(\
]E;‘:[)\]Zl r2 arr( ) 7”( )7

where Var) denotes the variance with respect to E¥, and the Norton correlation time is defined
similarly to the NEMD case by

o [ EIAGEAGS)
o=, "

where II? is the centering operator with respect to E¥. The second equality in (4.22) follows

from the Delta method [327, Chapter 3] applied to the reciprocal of ar,.. Using the first-order
expansion given by (4.20), and assumptions similar to the ones leading to (4.7), we may further

write, for |r| small:
4
2% 2 (QER)

* * 1
0% = =5 Vari()O; (V) + O <T>
4
2 a* 1
- (:ﬁVarg(A)@g(A) o) <r) ,

As in the NEMD setting, one has to verify the validity of each of the expansion in powers
of |r| for each of the quantities considered. However, whereas in the NEMD setting this may
be done in some cases by using a perturbative expansion of the non-equilibrium measure
in powers of n (as done in [307], for instance), there is in the Norton setting an additional
technical difficulty in that the invariant measure for the Norton dynamics (4.8) is supported on
the (d— 1)-dimensional manifold ¥, which is disjoint from the Norton equilibrium manifold ¥,
and also of zero Lebesgue measure, so that it is both singular with respect to the invariant
measure of the Norton equilibrium dynamics and to that of the reference dynamics (4.1). A
dedicated analysis has therefore to be performed to justify these approximations, and rigorously
establish the validity of (non-)linear response formulas.

4.3.4 Two straightforward generalizations

For ease of presentation, we restricted ourselves in Sections 4.3.1 to 4.3.3 to the case where
only one flux is fixed. However, the derivation of Norton dynamics can be straightforwardly
extended to the case where several fluxes are simultaneously constrained. In fact, one can
even consider situations where the response depends on time. These two generalizations can

of course be combined.

Multiple constraints. We consider in this paragraph the case where ¢ > 1 forces F,..., F,

act on the reference system with magnitudes Aj, ..., Af;, chosen to maintain constant the
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value of ¢ fluxes Ry, ..., R.. The dynamics is given by

AYF = b(YF) dt + o(YF) AW, + > F(YF) dAL,
=1
R’L(}/;,r) — TZ', ]- < Z < C)

where r; gives the prescribed value of the corresponding flux R;. By defining the following
maps defined on X

as well as the following vectors,

r
1t 1

Ai=| | RS r=|:]eR

r
Ac,t Te

the Norton dynamics can be written similarly to (4.8), upon replacing r by r:

{ AV = b(YF) dt + o (V) AW, + F(YF) dAT, (4.23)
) .

(¥7) = R(Y§) =r.

Computations identical to the ones leading to (4.17) may be performed. As these are verbatim
the same, we simply state the result and refer the reader to Appendix 4.A for the complete
derivation. The dynamics (4.23) can be written in closed form, using non-orthogonal projectors,
as -
dYy" = Pryr(Y)) [b(Y)) dt + o(Y;") dWr]
Py
2

where VR : X — R%¢ and V2R : X — R¥?X¢ are respectively the Jacobian and Hessian
matrices of the fluxes. Here, we define the contraction product by

(4.24)

~—

(VROYE)TFE) ™ (VAR ewro (V)

d
V(A,B) € Rdxdxe o Rdxd’ A:-B= ( Z Akjinj) € R,
Jk=1 1<i<e
the projector Pryp is given, for A, B € R¥¢ by
PA,B:A(BTA)—lBT’ Pap=1d—Pap,

and IIpvp, is defined similarly to (4.15) by

D DT
HrvRroe = Prvroo"PRyp-
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Note that the invariant measure is supported on a codimension ¢ submanifold Y., and that
the controllability condition becomes

Vy € X, det(VR(y)TF(y)) # 0.

The average value of the forcing can be written as the ergodic average of the following

vector-valued observable, which is the analog of (4.16):

A1
A=—(VRTF)™! {VRTb + % (V2RT : HF,VR,U):| =1 :
A

Dynamics such as (4.23) should in particular allow for the numerical computation of Onsager

coefficients in the Norton ensemble. By Onsager matrix, we mean the collection of coefficients
: En,j [Rz] ..
aij:hmi, 1<14,5 <c,
;=0 7

where n = (;)1<j<c and E,, ; denotes the expectation with respect to the steady-state of the
nonequilibrium dynamics (4.1) with F; taken as the nonequilibrium forcing of magnitude n;.
Using estimators of the form (4.6), each column of the matrix a may be estimated from a
single nonequilibrium trajectory. For the same dynamics perturbed in the direction F'n, the
average of the vector-valued response R is given asymptotically by an as ||n|| — 0.

For Norton dynamics in this context, using a trajectory of the dynamics (4.23) and estimators

of the form (4.21), one can estimate a full row of the matrix
Ex [\
Bz]: lim M7 1<Ii7j<67
r;—0 T

where E} ; denotes expectation with respect to the steady-state of the dynamics (4.23) in which
we take r to be the vector whose components are 0 except the i-th one, which is equal to r.
For general r, we expect that the average of the forcing A is given asymptotically by Br, as
|lr|| — 0. This suggests that 3 is the Norton analog to the inverse of the Onsager matrix o™},

generalizing the definition (4.20).

Time-dependent fluxes. One can also extend the dynamics to the case where we replace
the condition R(Y;") = r by R(Y,}) = Ry, when R, is the Itd process defined by

t t
Rt:R(YOR)—ir/ Fsds—l—/ 75 dBs,
0 0

with B a one-dimensional Brownian motion independent of W, and 7,7 stochastic processes
adapted to the natural filtration of B. These dynamics in particular cover the deterministic
case 7 = 0, so that one can for instance consider time-periodic fluxes

7y = sin(27wt), Ty =0,
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or a stochastic process R" whose ergodic properties are well-understood, such as an Ornstein—
Uhlenbeck process centered at r:

dR} =y(r — R}{)dt + sdBx.

One expects the resulting steady-state to be non-singular with respect to the invariant measure
of the reference dynamics (4.1), which may be of some use from a theoretical perspective. The
analog of (4.8) is given by

AR = bV R) dt + o (VR) dW; + F(YR) dAT,
R(YR) = RO) = R},

Following the same strategy as in the constant response case, one can express the dynamics
in closed form as

7y dt + 73 dBy
VR(Y®) - F(Y/F)

Hllgna| ) (FPOF) dt, - (425

F(Y%)

0 = Pryr(V®) bR dt + o (V) awi| +

1 2 FoF
_ R:|—="_
WR(YVR) - F(V) (v [NR e

and the bounded-variation contribution to the forcing as

1 1
A?:[ (Ft—b-VR—2V2R:{

FOF _
VR-F 71+ ’VR"’m (%),

(VR-F)
which is still an It6 process adapted to the larger filtration (o(Bs, Ws: 0 < s <t));5. We
refer to the Appendix 4.B for details of the computations.

4.4 Mobility and shear viscosity computations for Langevin

dynamics

So far, we have made very few assumptions about the type of reference dynamics, driving
force or flux. We now turn to presenting a framework in which the computation of physically
meaningful transport coefficients may be performed, namely that of non-equilibrium (kinetic
or underdamped) Langevin dynamics. We first recall the NEMD method for underdamped
Langevin dynamics in Section 4.4.1, before specifying the expressions of the non-equilibrium
forcings and response observables relevant for mobility and shear viscosity computations in
Section 4.4.2. We finally derive the corresponding Norton dynamics in Section 4.4.3, and
interpret it in terms of a principle of least constraint.

4.4.1 Standard non-equilibrium Langevin dynamics

The non-equilibrium framework we consider is that of a perturbation of the Langevin dynamics
by an external driving force F'. The state of the system is described by a vector g € D,
describing the position of atoms, and a vector of corresponding momenta p € R where d
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is the physical dimension and NN is the number of atoms. The configurational domain D is
usually considered to be R*V or (LT)* for some box length L > 0. The evolution of the
system is governed by the Hamiltonian

1

H(g,p) = V(a) + 5p- M~ p,

where V : D — R is the potential energy function. In practice, V is determined empirically
to give an approximation of the ground-state energy for the Schrédinger Hamiltonian corre-
sponding to the Born—Oppenheimer description of the system. The dynamics is given by the
following stochastic differential equation:

(4.26)

dg; = M~ 'p, dt,
dp; = [-VV(q) +nF(q)] dt — yM " 1p, dt + o dW;.

The parameter § > 0 is proportional to the inverse temperature, M is a positive-definite
symmetric mass matrix (typically a diagonal matrix), and v and o are two dN x dN matrices
satisfying the fluctuation-dissipation relation

ool = 2—7

The friction coefficient « is thus a symmetric positive semi-definite matrix, and W is a
standard dN-dimensional Brownian motion. Typically, v is taken to be either a constant or
a positive diagonal matrix, so that one simply writes ¢ = /27/8. The parameter 1 once
again governs the magnitude of the non-equilibrium perturbation. One can show that at
equilibrium (n = 0), the Boltzmann-Gibbs distribution

1(g,p)dgdp = Z~1e PH@P) dg dp (4.27)

is an invariant probability measure for (4.26). In view of the separability of the Hamiltonian
into a configurational and a kinetic part, the Boltzmann—Gibbs measure can be written in
tensor form, as the product of a configurational measure

1

m(q) dg = 7

and of a Gaussian kinetic measure

—-1/2
27rM> P sy .

k(p)dp = det (

Momenta and positions are thus uncorrelated at equilibrium. Since the perturbation is generally
non-gradient, there is however no way to write out the expression of the invariant probability
measure of the non-equilibrium dynamics (7 # 0). Momenta and positions typically have a
correlation of order 7 under this measure.



244 4.4. Mobility and shear viscosity computations for Langevin dynamics

4.4.2 Non-equilibrium forcings and fluxes

In this work, we consider transport coefficients corresponding to fluxes which can be written
under the form

R(q,p) = G(q) - p, (4.28)

where G : D — R is a vector field. Such forms of the response can be understood as
measuring correlations between the momenta and some possibly non-linear feature of the
configurational coordinates. In particular, such responses have zero-mean at equilibrium, owing
to the tensor form of the Boltzmann—Gibbs measure and the fact that the average momentum
under k vanishes. The form (4.28) is general enough to capture the cases of mobility and shear
viscosity computations for molecular fluids, which we now proceed to present, and which are

our numerical test cases.

Mobility computations. We first describe the NEMD method for the computation of
diffusion properties. Here, we consider a periodic domain D = (LT)¢. The NEMD method is
obtained by taking F' as a constant vector field in (4.26), and the velocity in the direction F’
as the response, which measures the particle flux in the direction F. We assume that F' is
normalized as || F'|| = 1. Thus the perturbation and response observable are defined respectively
by

Flq)=FecR*»  R(q=F-M'p (4.29)

Using the symmetry of M, one may rewrite R(q,p) under the form (4.28). For practical

computations, we consider two cases:

o Single drift: this corresponds to a perturbation where the force acts on a single component
of the momentum, which can be assumed (by indistinguishability of the particles) to be
the x component of the first particle:

Fs=(1,0,...)T ¢ R, (4.30)

o Color drift (see [119, Chapter 6]): this corresponds to a perturbation in which the force
acts on half of the particles in one direction, and on half of the particles in the opposite
direction, which we choose by convention to be the = direction:

1

Fo=—
C \/N

(1,0,...,0,—1,0,...,1,0...)T e R, (4.31)
N——

c€Rd

The corresponding transport coefficients are related to the diffusion properties of the molecular
system. More precisely, the transport coefficient ap, for the single drift forcing can be related
to the diffusion coefficient

1 dN T 2
D=lim ——Y E M p,,;
Tovoo 2dNT &= (/0 ps”d5>

for an isotropic system via
Ofg = BDv
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as shown in [285]. When the potential energy function satisfies

N

=0, 4.32
; %x ( )
a condition satisfied for instance for pairwise interactions depending only on the relative

distances (as for (4.55) below), then the transport coefficient o, for the color drift is related

apc = aFS — ]\% (i — OCFS) . (4.33)

to ap, through

See Appendix 4.C for the proof of this relation. In particular ag, coincides with a g, in the
thermodynamic limit N — oo.

The interest of considering these two drift perturbations is to assess whether the Norton
method requires the forcing to act on the bulk of the sytem (color drift case) to be consistent
with the NEMD method. The other extreme is that of a forcing acting on a single particle
(single drift case).

Shear viscosity computations. The Norton framework described in this section also allows
for the computation of the shear viscosity; see [320] for a review of various approaches to
compute this transport coefficient. Instead of considering bulk forcings which require modifying
the periodic boundary conditions (as studied in [103] for instance), we consider the method
introduced in [141], for which the non-gradient force is periodic. The mathematical properties
of this approach in the case of Langevin dynamics are studied in [190]. In this setting, we

consider an anisotropic three-dimensional configurational domain of the form
D = (L,T x L,T x L,T)Y

We further allow for an anisotropic friction coefficient v which is diagonal and defined by
three directional friction coefficients v;,7,,7. > 0. A forcing is applied on the momenta in
the longitudinal direction x, with an intensity depending on the transverse configurational
coordinate y, according to a predefined forcing profile f : L, T — R:

V1< Jj <N, F(Q)j,m = f(Qj,y)v F(‘])j,y = F(q)j,z =0.

In the non-equilibrium steady-state, the system displays an average longitudinal velocity
profile depending only the transverse coordinate and the magnitude of the non-equilibrium
perturbation. More precisely, given an approximation of the identity (1)c).., on L,T, define

N
Uy (y) = lim hm — Z ( )j’x Ye(qy —Y)| - (4.34)

e—0n—0 77 =
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The term L, in the numerator is motivated by the fact that the average with respect to the y
coordinate of the term inside the limits is the velocity, up to a factor 1/n:
1 &E ivz(M—lp> Ve(qjy — Y) dy:LiE [(M—1p> }
Ly L,T nN n = gz e\413,y 77]\[ = n e
-1
En |:(M p)l,a} ’

using the indistinguishability of the particles to obtain the last equality. Thus u, corresponds to

S

a localized linear response of the longitudinal velocity, which can be estimated in practice from
trajectory averages using a binning procedure. One can then derive the following differential

equation relating u, to the shear viscosity v:

—vull(y) + Yapua(y) = pf(Y),

where p = N/(L,LyL.) is the particle density of the system. Since this profile is periodic in
the transverse coordinate, the shear viscosity can be related to the Fourier coefficients of u,

and f, namely

1 Ly 2imy 1 Ly 2imy
D=1 [Cwwe ™ an  R=1 [T rmet ap,
Ly Jo Ly Jo

()
v=p U, Ve on )

For practical purposes, we choose f such that F} is analytically known, which is for instance

through

the case if f is a sinusoidal profile. Taking the limit € — 0, in (4.34), the Fourier coefficient Uy

can be rewritten as
N 2imq;
U; = lim —]E exp | —4 .
1= n—0nN " ; < ) jx P < L, )

This expression is precisely the linear response (4.5) for the following response observable,
which is an empirical Fourier coefficient for the longitudinal velocity profile:

N .
1 1 2imq; y

This response is also of the form (4.28). One can in turn estimate it using trajectory averages,

as in (4.6), yielding the estimator

N
Urr = Z ' M pt exp Ayt dt. (4.36)
o TITN 0 jjx L,
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4.4.3 The Norton method for Langevin dynamics

We write more explicitly in this section the Norton dynamics for observables of the form (4.28).
The general dynamics (4.8) greatly simplifies in this situation, and also admits a nice physical

interpretation.

Closed form of the dynamics. Note first that V2R(g, p) = 0 when R is of the form (4.28),
which together with the fact that the noise is degenerate (it acts only on the momenta in (4.26))
implies that the quadratic covariation term in (4.17) vanishes. The forcing F', too, acts only

on the momenta, so that computing the projectors (4.14) for the choices

0

Alg,p) = (F(q)

) ., B(g,p) =VR(q,p) = <VG(Q)p> ,

G(q)

yields the following expression for the projector associated with the Norton dynamics:

Iin 0
Loan — %(q,p) =| _Fl@eVGlgp |~ Flg®Ga)
Flg)-Gla) ™ Flg) Gla)
Since Flg) ©Gla) -

Lan — Flq) - Glg) = Pra(q),

where we slightly abuse the notation (4.14), it follows that the Norton dynamics (4.17) is given
by
dg = M~ "p, dt,

o _ 2
dp: = Prc(qt) <—VV(%) dt —yM~'p,dt + \/gth> (4.37)

_ VG(a)pe - M 'py
F(gt) - G(ar)

Note that the configurational part of the dynamics is unaffected, which is consistent with

F(q)dt.

the choice of a non-equilibrium perturbation acting solely on the momenta. The forcing
observable (4.16) is given by

G(q) - (VV(q) +vM~'p) = VG(q)p- M~ 'p

Mep) = (@) C() ’

(4.38)

and the controllability condition is given by

(G- F)(q) #0. (4.39)

Remark 4.2. We have restricted ourselves to a simple Langevin dynamics where the drift
term is the sum of a gradient force and a linear friction term, and the noise is additive. The

derivation can however be extended verbatim to a more general dynamics of the form

th = Milpt dta
dps = b(qs, pe) dt + o (qe, pe) dAW4,
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for general drift terms b and diffusion matrices o. For these kinetic dynamics, the associated
Norton dynamics is given by

dg; = M 'p, dt,

VG(q)pe - M~ 'py
F(Qt) ) G(Qt)

dpt = Pra(qt) [0(qe, p) dt + o (qe, pe) dWi] — F(ge) dt.

Physical interpretation. In the particular case of Langevin dynamics, the Norton method
has the physical interpretation that it obeys a version of Gauss’s principle of least constraint.
The connection between Gauss’s principle and non-equilibrium thermodynamics was already
pointed out in [117], see also the discussion in [119, Section 5.2]. The principle of least
constraints is a statement of classical dynamics equivalent to D’Alembert’s principle, stating
that the force applied to a system subject to a set of holonomic or non-holonomic constraints
minimizes at every point in time the Euclidean distance to the force of the same system free
from any constraints. Although we describe this interpretation in a deterministic setting, we
stress that it remains valid, at least on a formal level, upon considering a stochastic version of
the dynamics. More precisely, we assume that the dynamics for the unconstrained system can

be written under the form
o Mfl 7
! P (4.40)
P = fret(0P);

and that the constraint is of the form R(q) = r (holonomic case) or R(g,p) = r (non-holonomic

case). We can then write the dynamics of the constrained system as

Gg=M""p,
15 = fcons(Q7p)7

where feons(q,p) is the force on the constrained system obeying Gauss’s principle, which
dictates that feons(¢,p) is the orthogonal projection of fref(g) onto the affine hyperplane H, , of
admissible forces. This hyperplane can be determined by differentiating the constraint in time
and setting it to zero. To obtain a constraint on the time derivative of the momenta p, this
differentiation has to be performed once in the non-holonomic case and twice in the holonomic
case. A simple computation shows that the hyperplane of admissible forces is thus given in
the holonomic case by

®2
Hop = {5 e RW ‘ ¢-M7'VR(g)+ (M'p) " : V2R(q) = 0} ,
and in the non-holonomic case by
Hop = {6 € RN |€-V,R(q,p) + (M~'p) - V4R(q,p) = 0} (4.41)

In particular, feons(q,p) — fret(¢,p) is proportional to V,R(g,p) in the non-holonomic case,
and to M1V R(q) in the holonomic case. The use of holonomic constraints is widespread
in MD, where they are used to simulate systems with molecular constraints (such as fixed
bond lengths or bond angles). See [220, Chapter 4] for a general introduction, and [230] for a
detailed study of the underdamped Langevin case.
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The Norton dynamics (4.37) for a response function R of the form (4.28) also satisfies a
version of Gauss’s principle of least constraint with respect to a non-Euclidean metric for
which F(q) is everywhere orthogonal, in the sense of this metric, to G(¢)*, the Euclidean
orthogonal to G(q). More precisely, this metric is induced by the configuration-dependent

norm )
§-Glg)
el = (¢ Fla)* + ¢ - s D6t
! 1G(g)]?
where || - || denotes the usual Euclidean norm. This metric is defined and non-degenerate if F'

and G are both non-zero, which is implied by the controllability condition (4.18). As we show
below, the force on the constrained system is, in this metric, obtained as

— G ML
argmin € — fur(@.p)], = Prc(@) fur(g,p) — LoiDP M P

E€Hqp F(q) . G(q) F(Q)a (4.42)

where H,, is the hyperplane defined in (4.41) associated with the non-holonomic con-
straint R(q,p) = G(q) - p = r. This is precisely the Norton force corresponding to the
unconstrained system (4.40).

To prove (4.42), we proceed as follows. Note first that H,, in (4.41) is an affine translate
of V,R(q,p)* = G(g)*, the Euclidean orthogonal to G(q), so that its normal direction with
respect to the scalar product induced by || - || is F(¢). Furthermore, the norm || - |, is
constructed precisely so that the projector Fpg(q), whose action is depicted in Figure 4.1, is
an orthogonal projector onto G(g)*, for the scalar product associated with || - ||, This implies
that the minimizer in (4.42) is of the form

§(¢,p) = fret(q,0) — aF(q) € Hyp.

The value of « is determined by the condition

(fret(q;p) — aF(q)) - G(q) + VG(q)p- M~ 'p =0,

hence
o= fret(q) - G(q) + VG(g)p- M~ 'p
F(q) - G(q) ’
and finally
. -1
€)= fral0) = (@) = Pro@fus(e) - ~ oL F @

Loosely speaking, the Norton dynamics is the least non-equilibrium like of all dynamics on
the constant response manifold, if one measures similarity in terms of the force considered in
the || - || metric.

4.5 Numerical discretizations of Norton dynamics

We describe in this section a discretization of the Norton dynamics, first for the general
dynamics (4.8) in Section 4.5.1, before specializing it to the setting of Langevin dynamics. The
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numerical schemes are based for Langevin dynamics on splitting schemes, inspired by the ones
typically used in the NEMD setting, but have the additional property of exactly preserving the
flux throughout the numerical trajectory. For completeness, we describe splitting schemes in
the case of standard NEMD Langevin dynamics in Section 4.5.2, and then in the Norton setting
in Section 4.5.3. We finally describe in Section 4.5.4 a way to estimate the bounded variation
part of the forcing (4.16) from the numerical trajectories, in order to approximate (4.21).

4.5.1 Numerical schemes for general Norton dynamics

We discuss here the simulation of the Norton dynamics (4.8), which requires a discretization in
time. Formally, given a time step At > 0, a numerical scheme for the equilibrium dynamics (4.1)
is defined by a map ®a; : X x R™ — X which, iterated with independent and identically
distributed (i.i.d.) standard m-dimensional Gaussian variables (G, )n>0 yields a discretization
of the dynamics:

X" = dp(X",G7),

i.e. X™ is an approximation of X, ;. For example, the Euler-Maruyama scheme for the

Thévenin dynamics (4.1) corresponds to
XM (x, 9) = o + At [b(z) + nF(z)] + VAt o(z)g.

In principle, it would be possible to consider discretizations directly based on the autonomous
form of the Norton dynamics (4.17), and average the forcing observable A along the so-obtained
numerical trajectories. However, a key property we require from a numerical scheme is
that the constant flux manifold should be preserved under the discrete dynamics. Standard
discretizations of (4.17) usually do not satisfy such preservation properties. Moreover, since
the autonomous form of the dynamics involves second-order derivatives of the response, which
may be cumbersome or expensive to compute, it is typically more convenient numerically to
take another approach, obtained by enforcing the constraint via a Lagrange multiplier. Given a
stochastic scheme ®; for the reference dynamics, we can consider the following discretization
of the Norton dynamics:

Xn-{—l — <bAt(Xn, Gn)7
X = X7 AtA™R(XTY, (4.43)
R(X™) =1,

Note that we chose here, somewhat arbitrarily, to perform the projection with respect to F'(X™).
Other possible choices include F(X" 1) or F(X"*1), the latter choice generally yielding an
implicit scheme. In any case, finding A™* requires solving

R ()N(”“ + AtA"v*F(X”)) =,

which is typically a non-linear equation, for which the appropriate numerical strategy depends
on the situation at hand. A typical choice is to resort to Newton’s method or a fixed-point
iteration, as done when enforcing holonomic constraints in MD (see [148, Section VIIL.1]
and [222, Chapter 7]), as well as [293, 10] for pioneering works motivated by applications in
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MD.

Note that A™* approximates the full forcing increment A, 1)a; — Ana¢, and in particular
incorporates the martingale increment. This martingale part should be removed when estimat-
ing EX[A] in order to reduce the variance of the estimator under consideration. This can be
done at first order in v/At by using a control variate derived from its analytic expression (4.12),

a

and the following equality in law: v At G™ fay Winsae — Wnae. This leads to the following
estimator of AAt:

no_ pn VR(X™) - o(X")G"
A" =A™ 4+ VAL TR P (4.44)

The efficiency of such variance reduction methods has already been demonstrated for the
estimation of mean Lagrange multipliers associated with holonomic constraints, for example
in the context of free energy computations (see [83] and [229, Remark 3.33]). An estimation of

the ensemble average EX[A] can be obtained by considering trajectory averages

A, = — %:A” a= Lan,
iter Niter — ? At

As hinted at above, this strategy has the clear advantage that one does not have to com-
pute A(X™) along the trajectory (which may be tedious to implement in practice), since
consistent approximations thereof appear as natural byproducts of the integration procedure.

4.5.2 Splitting schemes for (non-)equilibrium Langevin dynamics

In the particular case where the reference dynamics is the Langevin dynamics (4.26), one can
resort to a class of discretization strategies based on operator splittings of the infinitesimal
generator, which we briefly recall for completeness in this section (see [219, 221], and [220,
Chapter 7] for more details). By carefully choosing the order of the operators appearing in
this splitting in the equilibrium setting, one can devise highly stable numerical schemes, which
have a lower bias when sampling configurational averages in the overdamped limit v — oo
compared with other choices of the splitting order (see [219]), while also showing desirable
energy-conservation properties in the Hamiltonian limit v — 0. Such schemes have become
the standard choice to integrate kinetic Langevin dynamics in MD applications. The general
procedure is as follows.

The generator of the (non-)equilibrium Langevin dynamics can be written as the sum of

four terms,
L, =LY+ LB +4£° 4L,
with
Lr=M"1p.v,,
LB =-vv.v,,
_ 1
LO=-M"1p.-V,+ BA,,,

L=F- -V,

The operators LA, LB + nZ and 7L can be viewed as infinitesimal generators in their own
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right, which correspond respectively to the three following elementary dynamics. The dynamics
generated by £? is given by
dgy = M~ 'p, dt,

4.45
dpt = 07 ( )

while £B + 7L gives rise to

dg: =0,
(4.46)
{dpt = (=VV(q) +nF(q)) dt.

Finally, £° generates the following Ornstein-Uhlenbeck process on the momenta:

th = 07
[9 (4.47)
dpt = —’)/Milpt dt + %th

The three elementary dynamics (4.45), (4.46), (4.47) are analytically integrable. Split-
ting schemes for the Thévenin dynamics are obtained by composing the evolution opera-

v  At(LP+iL) AtLO

tors e and e corresponding to each of these elementary dynamics. For

instance, the evolution operator for the celebrated BAOAB method corresponds to

At (B At pA O At pA At(,B
e 2 (ﬁ +7IZ)67L: eAt’yE 67[’ e 2 (E +UZ),

These schemes can be formally justified, and rigorously analyzed with the Baker—-Campbell—-
Hausdorff formula, yielding error estimates a la Talay—Tubaro on the invariant measure in
the linear response regime where || is small, as well as on estimators of transport coefficients,
see [221].

4.5.3 Splitting schemes for Langevin—Norton dynamics

For the Langevin dynamics (4.37) in the Norton setting, a strategy similar to the one in
Section 4.5.2 can be used. The generator of the Norton dynamics can be split as the sum of
three operators, each of which is the generator of an elementary dynamics, still denoted by A, B
and O. In fact, these are the Norton counterparts of the elementary dynamics (4.45), (4.46)
and (4.47), which therefore preserve the flux by construction. This splitting strategy is
still motivated by the fact that each elementary dynamics individually preserves the flux
observable (4.28). However, in contrast to the NEMD case, the flow of the A-dynamics is
generally not known in analytical form, and one has to resort to a numerical scheme to

approximate it.

In order to make the numerical scheme precise, the first step is to split the generator as

g=gAy By qe0 (4.48)
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with
(VG)p-M~'p
G

A -1
=M .V, —
£ p q ol

F-V,,
B = PpoVV.v,,

_ B 1
20 = _PrgM™'p-V, + BPEGP}G L V2.

This decomposition is motivated by the flux conservation properties £8R = £€9R = 0, which

immediately imply that £*R = 0, since the overall dynamics with generator £ conserves the

non-equilibrium response by construction.

Decomposition into elementary dynamics. Analogously to the NEMD case, we interpret
the various operators on the right-hand side of (4.48) as the generators of elementary dynamics,
and use the same terminology as in Section 4.5.2. In fact, these elementary dynamics are
precisely the Norton counterparts (4.17) to each of the NEMD elementary dynamics, so that
they indeed individually preserve the response. They read

dg = M~ 'p, dt,
A dynamics: VG(g)pe - M~ 'p,
dp = — F(q)dt.
b Fq) - G(aqr) (@)
th = 07
B dynamics: _ (4.49)
dps = —Pra(q:)VV(g)dt.
dqt = 07
O dynamics: _ . 2y
dp; = PF7g(qt> —")/M_ pydt + F dw; | .

Note that, in contrast to the NEMD setting, the A-dynamics is not analytically solvable, so
that one has to resort to a numerical approximation similar to those discussed in Section 4.5.1
to integrate it (see Section 4.5.4). However, the Norton counterparts of the B and O dynamics
remain analytically integrable, as we discuss below.

Analytic integration of the B and O dynamics. The B-dynamics is a time-linear

evolution in the momenta, whose solution is given by

(q,p0) = (QO7PO - tﬁF,GVV(QO)) = (QO, Pr.c(q0)po + Pra(qo) [po — tVV(Qo)]) :

In view of the equality G(q) - p = G(q) - Pr.c(q)p, and since Pr is a projector onto G, it is
immediate that the B-dynamics preserves the response flux. One could also simply notice that
it is the Norton counterpart to the NEMD B-dynamics (4.46).

The O-dynamics is a projected Ornstein—Uhlenbeck process. To analytically integrate this
dynamics, we assume that Prg and yM ~1 commute. If this is not the case, the analytical
integration below should be replaced by an appropriate numerical scheme, such as a midpoint
rule. Using standard arguments of It6 calculus, and the fact that Pp ¢ is a projector, it is
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straightforward to check that the solution is given for all £ > 0 by ¢; = ¢o and

_ _ t - 2
Pt = Pra(qo)po + Pra(qo) (e—th 1170 +/0 e 1M l(t_s)\/% dWs> .

This is a Gaussian process, which has the following alternative representation in distribution:

_ _ _ 1 — e—2tyM~1
pt = Pra(q0)po + Pra(qo) (e M p + \/ﬁMg) ,

where G is a standard d/N-dimensional Gaussian. By the same arguments as for the B-dynamics,
the Norton O-dynamics preserves the response flux, and is likewise the Norton counterpart to
the NEMD O-dynamics (4.47).

4.5.4 Estimation of the average forcing

By composing the evolution operators of elementary Norton dynamics, one obtains a natural
splitting approximation of the evolution operator for the forcing process of the full Norton
dynamics. The numerical translation of this observation is that one can estimate trajectory
averages of A\ directly from examining individual integration steps of the splitting scheme. We
describe in this section the general procedure to this end.

For a fixed time step At > 0 and response magnitude r € R, we define three discrete flows
acting on the augmented state (¢,p,¢) € D x R*™ x R. The role of the auxiliary variable £
is to accumulate the bounded-variation component of Lagrange multipliers enforcing the
constant-flux constraint during the integration step. It is thus initialized at 0 at the start of
each integration step, accumulating the contributions of each part of the splitting.

Discrete integration of the A dynamics. The discrete flow associated with the A-step is

given by
ORir (@,0,0) = (a+ DM 'p,p+ R, (a.0)F (a+ MM 'p) £+ €X, . (aD)).

where gﬁt’r(q, p) is the Lagrange multiplier characterized by the constant-flux condition

R (94, (0,p,0) =7,

with some abuse of notation in the arguments of R. When the response is of the form R(q,p) =
G(q) - p, we can explicitly solve for the Lagrange multiplier, as

r—G(qg+AtM~1p) .- p
q+AtM-1p)-G(q+ AtM—1p)’

A
,p) = 4.50
Earr(4,D) F (4.50)
The Norton A-step is therefore equivalent to first evolving the system’s coordinate variables
according to the corresponding NEMD A-step before correcting the momenta, by applying a
constraining force in the direction of F(q + AtM~!p), the forcing evaluated at the updated
position. As mentioned after (4.43), there is some freedom in the choice of point at which to
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evaluate the forcing when projecting onto the submanifold ¥, = R~1{r}. The motivation for
choosing F(q 4+ AtM~!p) is that the two functions appearing in the scalar product F - G in
the denominator of the left-hand side of (4.50) are evaluated at the same point.

Discrete integration of the B dynamics. The discrete flow associated with the Norton B-

step is given by
DR (0:0,0) = (4,0 = AVV(q) + Ry o (0.9)F(a). £+ R (0:D) )

where 5& , is again a Lagrange multiplier enforcing the constraint, given for a response G(q) - p
by

r—G(q) (p— AtVV(q))
F(q)-G(q) '

This again corresponds to a step of the NEMD B-dynamics, re-projected onto >, in the

ggt,r(‘]ap) =

direction F'(q). This coincides in fact with the analytic integration of the elementary B-
dynamics (4.49) when G(q) -p =r.

Discrete integration of the O dynamics. The flow associated with the Norton O-step
is stochastic, hence we formulate it conditionally on a standard dN dimensional Gaussian G
increment. In fact, we show below that, in the case where v and M are scalar multiples of the

identity matrix, a convenient update is

1—
(I)gt,r (Q>p7 €| g) - <Q7 QAP + Ot \/EQ + Egt,r((bp’ g)F(Q)a C+ ;‘((Q)OC:A(;))>’ (451)

where aa; and o, are given by

- /1 — o2
~YM~1At At
« =€ g = —_— .
At ’ At ,8 At

To motivate (4.51), we start by deriving the expression of the Lagrange multiplier £, . which
can be solved for our particular form of response (4.28) as

r—anG(q) - p— O'At\/KtG(Q) g
F(q)-G(q) '

Again, this corresponds to integrating the NEMD O-dynamics over one time step before

ggt,r (Q7 b, g) =

correcting the momenta in the direction F'(¢q). Since the contribution of G to this §2m
is a centered Gaussian, we can remove it entirely to only accumulate the non-martingale
component in £. This is exactly equivalent to the variance reduction technique discussed
in (4.44). Using G(q) - p = r, one arrives at the expression given in (4.51) for the action
of CIDXM, on £. Once again, <I>2m(q,p, 0)qp corresponds to the analytic flow of the Norton O-
dynamics (4.49) over one time step At, with deterministic initial condition (g, p).

If v and M are genuine matrices, one does not have an exact cancellation of the martingale
component of 5&’74, and one has to resort to a variance reduction strategy in the spirit of
Equation (4.44).
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Construction of the splitting scheme. The steps A, B, O can be composed according to
the order of the splitting, and the bounded-variation increment of the constraining process
over one time step can be estimated from the final increment in ¢. For example, conditionally
on G"*! a standard dN dimensional Gaussian, the update rule for the Norton BAOAB scheme
is given by

(qn—&-l’pn-‘rl’ gn—i—l) - q)gt/Q,r o q)gt/Q,r © q)gt,r(' ’ gn-i—l) o q)gt/Q,r o (bﬁt/Q,r(qn7pna 0) (452)

Note that we start from ¢£* = 0, and then accumulate the various increments of the constraining
process to obtain ¢"T!. For concreteness, let us explicitly write the update rules for the
numerical scheme (4.52) and a response observable R(q,p) = G(q) - p:

Pt =t = SOV + Ry P F (),
5 = €8,y (a7, P,

¢ ="+ %M_lp”+%,

PE = P 4 Ry, (7 P TR F (7R,
(S = 075 R, (),

3 2 2 2 2
pn+5 _ CVAtpn+5 +0Atgn+1 _i_ggtr(qn-&-f)7pn-i-57gn-i—l)F(qn-‘r5>7

gn-‘y—§ — £n+% 7"(1 - aAt) (453)
F(q"5) - G(g™5)
qn+1 — anr% + %Mflprwr%’

(SN
(S}

)F(g™Hh),
5,

1 At 4
P = = SV + B (P,

4 3 A
P =" 4 Ry, (4

"t
4 3
s — gty + 62t/2,r(qn+ 7pn—i-

211N

4 4
O =05 4 Ry (" p"R),
The average value of A over the corresponding time step can then be estimated via

AL = ATt (4.54)

Since all the substeps are by construction preserving the value of the response function,
splitting schemes based on (4.48) define discrete-time Markov chains on ¥,. Fixing a splitting
and a time step At, one can hope that the Markov chain admits a unique invariant probability
measure 7, , close to the invariant measure of the continuous time Norton dynamics for At > 0
sufficiently small. Assessing the quality of these schemes (measured in terms of weak or strong
error estimates, or errors on the invariant measure) as a function of the time step At, the
magnitude of the perturbation r and the ordering of the splitting is an open question.

Remark 4.3. Let us emphasize that, when the form of the response function does not allow
for analytical expressions of the Lagrange multipliers, one can still apply a splitting procedure
similar to (4.53), upon replacing the explicit expressions of fi(w (for X € {A,B,0}) by
the numerical solution of some nonlinear equation determining these quantities. It is still
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possible to cancel at dominant order the martingale increment by subtracting the first order
approximation in v At of the latter quantity.

4.6 Numerical results

We present in this section the results of various numerical simulations for the Lennard—Jones

fluid. The numerical experiments we perform have several aims:

o The first one is to verify that, at least in our setting, the Norton dynamics is a viable
approach for the computation of transport coefficients, in the sense that Norton estimators
of the linear response coincide with those obtained from NEMD computations. Of course,
this cannot be expected for low dimensional systems. Consider for example the case
of kinetic Langevin dynamics for a single one-dimensional particle on the unit torus T,
with M = F =1, and R(q,p) = p. The invariant measure for the Norton dynamics is
then easily seen to be the product of the uniform measure on T with the Dirac measure 9,
on momentum space, from which it follows in view of (4.38) that

1
Ex[\ = /0 V'(q)dg + yr =9,

since V is periodic, whence the Norton transport coefficient is y~!, which differs in
general from its NEMD counterpart.

o Once the validity of the Norton approach has been established, the second aim is to assess
the numerical efficiency of the Norton method, relatively to the standard NEMD method.
A crucial point is to determine whether the Norton approach leads to a reduction in the
asymptotic variance (4.22) compared to (4.7) for estimators of the transport coefficient,
as this quantity determines the magnitude of the statistical error, and therefore the
simulation time needed to attain a given level of accuracy.

In Section 4.6.1, we present the system and notation used throughout all numerical ex-
periments. In Section 4.6.2, we show instances of excellent agreement in the linear response
between Norton and NEMD dynamics. We also exhibit a case in which the response profiles
do not coincide. We further show that the agreement (when it holds) extends far into the
non-linear response regime. In Section 4.6.3, we investigate the properties of the Norton and
NEMD systems in the thermodynamic limit, showing that the linear responses coincide far
before convergence to the thermodynamic limit, and exhibiting an interesting concentration
property for the distribution of values of X\, both at equilibrium and in the non-equilibrium
regime. Finally, in Section 4.6.4 we assess the efficiency of the Norton approach in terms of
asymptotic variance, showing that in some cases the standard NEMD approach is significantly
outperformed.
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4.6.1 Description of the numerical experiments

Presentation of the system. In all experiments, we consider perturbations of the kinetic

Langevin dynamics for a Lennard—Jones fluid. The potential energy function is given by

Visle) = > vlla— gl (4.55)

1<i<j<N

()

Note that v’ (21/ 65) = 0. The parameters ¢ and ¢ modulate respectively the energy and spatial

where v is the radial function

range of the interaction. It is convenient to state results in the system of reduced units in
which ¢, 21/65, the mass m of each particle and the Boltzmann constant k;, are set to 1. In
fact, we consider a slightly modified version of the potential (4.55), obtained by truncating the
range of v as

or (1) = [v(r) = v(re) = V' (re)(r = 7¢)] Lrgre,

where 7. is a cutoff radius which prescribes the maximum range of interactions, the added
affine term ensuring that v, is C'. We set r. = 2.5 in our simulations, which were performed
using the Julia package Molly [143]. Both the Norton and NEMD simulations were carried
out using a BAOAB numerical splitting scheme.

Discrete estimators of transport coefficients. We compute approximations of the
mobility by plotting the average response as a function of the forcing magnitude n, and
fitting the slope of the initial linear regime to obtain the transport coefficient. More precisely,
continous time estimators for the transport coefficient (4.6) and its Norton analog (4.21) can
be obtained by defining appropriate discretizations thereof. These discretizations are given by
the following estimators

-1
1 Niter_l Niter_l

~A k k ~AL* k
OéNittehn - N- Z R(q P )7 aNiter,r = TNiter Z A 5 (456)
k=0

iter”] ;2

respectively in the NEMD case and the Norton case, where A\* is defined in (4.54) for the
Norton dynamics preserving some response R. More reliable estimators can further be obtained
by fitting the response profile for several small values of n and r.

In the case of mobility computations, the observable R(q,p) = F - M ~'p is used, yielding
the following NEMD estimator for the mobility:

1 ]\/vitcr_1
a%ﬁ:chn = N Z F ' M_lpk
iter’] 1

For shear viscosity, discretizations of the NEMD estimator (4.36) for the Fourier coefficient U;
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are used, yielding

Niter N irgh
R 1 iter 217Tq
gae L MR exp [ 8w |
1,Niter,m NNiter'r] kZ:O ‘]z::l ( )j7$ Ly

Verification of the controllability condition. We conclude this section by discussing the
controllability condition (4.39) in the case of mobility and shear viscosity computations.

When computing the mobility using a constant forcing, note that, using the expression for
the non-equilibrium response in (4.29), the controllability condition writes

(G-F)(q)=FTM™'F #0,

since M~ is a positive definite matrix, so that the controllability condition is trivially satisfied
everywhere. Moreover, the existence of strong solutions to (4.37) can be straightforwardly
deduced from the existence of strong solutions to (4.26), since in this case Ppg = ?F, M-1F
is a constant matrix, which therefore preserves locally Lipschitz maps which grow at most
linearly at infinity, see for instance the discussion in [262, Section 3.3].

We examine the controllability condition in the case of a transverse shear forcing profile
in the case M = mld in order to alleviate the notation (the extension to more general mass
matrices being straightforward). Using the expression for the response (4.35), the controllability

condition writes

1 & 2imq; y
(G- F)(q) = mN Zexp <Ly7> fajy) # 0.
j=1

The quantity G - F' could in principle vanish. As the number of particles is increased, this
should however be rather unlikely when the first Fourier coefficient of the forcing f is non-zero.
Indeed, the marginal distribution of a single particle is uniform over the simulation cell at
equilibrium (by translation invariance). Therefore, one expects, for a large number of particles
and not too strong a forcing, that G - F' is close to

1 Ly 2imy
mL, /0 €xXp (I/y> f(y) dy,

which is exactly the first Fourier coefficient of f, a non-zero quantity.

4.6.2 Equivalence of (non-)equilibrium responses

We begin by checking the consistency between the standard NEMD approach and the Nor-
ton approach, by applying these two methods to the cases of mobility and shear viscosity
computations discussed in Section 4.4.2.

Mobility computations. We begin by checking the validity of the Norton method on the
simple example of mobility. We used identical equilibrium conditions for NEMD and Norton
computations, namely a three-dimensional system of N = 1000 particles, in a cubic periodic
domain of side length L, such that p = N/L3 = 0.6, with a temperature T = 1.25 and a
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Figure 4.2: Response profiles in the linear regime for the NEMD and Norton mobility dynamics. The
slope of the linear regression lines correspond to the estimated transport coefficient. Left: color drift.
Right: single drift.

friction coefficient v = 1.0. The time step was set to At = 10~3 (this choice ensures that
the relative variations of the energy of the system are of the order of 0.6 for Hamiltonian
dynamics), and simulations were performed for a minimal physical time of Ty, = 250,000 in
the linear response regime, and Ty, = 8,000 far in the non-linear response regime. Error bars
have been omitted for the sake of readability, as they are in all cases smaller than the size of
the markers.

In Figure 4.6.2, we plot the response as a function of the forcing magnitude for both the
Norton and NEMD dynamics. Thus, the fixed quantity is plotted in the ordinates for the
Norton system, and in the abscissas for the NEMD system. Least-squares linear regression
lines are plotted, in a dotted red line for the Norton system, and a dashed green line for the
NEMD system. The slopes of these lines, indicated in the legend, give the estimated transport
coefficient. The left plot corresponds to a color drift perturbation (4.31), while the right plot
corresponds to a single drift perturbation (4.30). We observe that, while the agreement is
almost perfect in the case of the color-drift forcing, there is a significant discrepancy in the
linear responses in the case of a single-drift forcing. In fact, using the relation (4.33), it is
readily checked that the Norton estimation of the diffusion coefficient is incorrect. We believe
that for the Norton method to be valid, the microscopic perturbation should as a general
rule act on the bulk of the system. This condition is not satisfied in the case of a single-drift
forcing, which acts on a single particle.

In Figure 4.3, we again look at the color-drift perturbed dynamics, but this time take the
system far from equilibrium, so that the response is non-linear. Remarkably, the non-linear
responses profiles for the Norton and NEMD systems still coincide for extreme values of the
forcing magnitude. This was already formally proven in [115] in a deterministic setting.

Shear viscosity computations In Figures 4.4 to 4.6, we perform an experiment similar to
the one done to estimate the mobility, for a system subject to a longitudinal forcing modulated
in intensity by a transverse profile as described in Section 4.4.2, for the three forcing profiles
considered in [190]. The systems were simulated under the same conditions as for the mobility,
except for the temperature and particle density which were respectively chosen to be T' = 0.8

and p = N/(L,L,L,) =0.7.
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Figure 4.3: Non-linear response profiles for the NEMD and Norton mobility dynamics with color drift.
The responses coincide even in the large perturbation regime.

More precisely, Figure 4.4 presents the response obtained for a piecewise linear forcing
profile f(y) = 4lo<ycr,/2(y — Ly/4)/Ly + 411, jocy<r, (3Ly/4 — y)/Ly), Figure 4.5 for a
piecewise constant forcing profile f(y) = 1 —21g<,< L,/2, and Figure 4.6 for a sinusoidal forcing
profile f(y) = sin(2ym/L,). In each case, the linear response regime is plotted on the left-hand
side, and the non-linear regime is plotted on the right. Linear regression lines whose slopes
are given in the legend are superimposed to the data points. Each time, both the linear and
non-linear responses for usual NEMD and Norton dynamics perfectly agree.

Consistency in the thermodynamic limit. We now turn to investigating the behavior
of estimators of the shear viscosity in the thermodynamic limit N — oo. In order for the
thermodynamic limit of the viscosity to be well-defined, the quantity Fy/U; — 7, must scale
asymptotically as N~2/3. Indeed, as the system size increases, the length L, scales as (N/ ,0)1/ 3,

)
v=p U, YV o

implies the claimed scaling for F /U; —y,. This discussion determines how to fit the asymptotic

which, plugged in the expression

behavior of F/U; for increasing system sizes (see Figure 4.7).

In Figure 4.7, we examine the behavior of the response for increasing sizes of the system.
Estimations of U; were performed at roughly equivalent state points n = 0.3 and r = 0.1 in
the linear response regime using estimators of the form (4.56). We find in particular that the
scaling law Fy /Uy — vy, ~ N —2/3 is obeyed, and that the estimates of the prefactor C' coincide
for the NEMD and Norton methods. The agreement between the two methods is excellent for
all values of N.
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Figure 4.4: Non-equilibrium normalized Fourier response for shear viscosity computations with a

piecewise linear forcing profile.
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Figure 4.5: Non-equilibrium normalized Fourier response for shear viscosity computations with a

piecewise constant forcing profile.
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Figure 4.6: Non-equilibrium normalized Fourier response for shear viscosity computations with a

sinusoidal forcing profile.
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Figure 4.7: Behavior of estimators for Uy /F; —+, in the large N limit. The simulation results, indicated
by markers, are fitted by CN~* with C' & 14 and «a = 0.66 with a linear regression of log(U;/F} — v;)
as a function of log N. The right plot corresponds to the left plot in log-log coordinates.

4.6.3 Concentration properties in the thermodynamic limit

We next investigate the scaling of the variances of the distributions of R and A as a function of
the system size N, respectively in the canonical equilibrium and Norton ensembles, in the case
of a sinusoidal shear forcing profile. In Figure 4.8, we show equilibrium distributions of R and A
for increasing values of N. By \‘equilibrium-,- it is meant here that the NEMD dynamics is run
for n = 0 and the Norton dynamics for » = 0. Note first that both distributions are centered
around 0 and symmetric. Moreover, they concentrate around 0 as the system size N increases.
The scaling however differs for the two dynamics. In the canonical ensemble, the usual rate N !
is observed, consistent with some form of spatial averaging of an intensive quantity. Indeed,
the rate N~! is the one dictated by a central limit theorem, which makes sense on an intuitive
level for a system displaying only short-range interactions, using a decomposition of the full

system into weakly correlated subsystems, each of them contributing additively to the total
flux.

On the other hand, the scaling of the variance as a function of the system size in the Norton
ensemble appears to be quite different, with a variance decreasing much faster than N~'. This
is confirmed in Figure 4.9, which shows that the second moment of A decays as N~%/3. The
increase in the scaling exponent is presumably due to the coupling introduced by the constant-
flux condition, which introduces global correlations in the systems, and hence some form of

long range interactions, which are known to lead to significant changes of phenomenology in
some situations.

4.6.4 Asymptotic variance

We finally assess the numerical efficiency of the Norton method. NEMD estimators of the
form (4.56) are ergodic averages of R for trajectories of the discrete-time Markov chain defined
by the numerical scheme, and the central limit theorem for Markov chains implies that the

variance is asymptotically 72 Nyn0%,(R), where O'ZAtm (R) is the asymptotic variance of R
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under the scheme’s stationary measure may -

UQAt,n(R) = VarWAt,n (R) +2 Z COVWAt,n <R<qkﬂpk)R(q07p0)) = VarWAt,n (R)@WAt,n (R)7
k=1

where

4.57
Var, Am(R) ( )
is the number of correlation steps R for stationary initial distribution, and Varz,, (R) de-
notes the centered second moment of R under ma;,. It can be proved for standard NEMD
dynamics [233] that

Aty (R) = o3 (R)/At +0(1),

2

5 () is the asymptotic variance (4.7) of the continuous process.

where o

For the Norton estimator in (4.56), it can be shown, using the delta method and a
computation similar to (4.22), that the variance of trajectory averages of R is asymptot-
ically Ni{eir‘le*Atﬂl [)\]*40%77,(/\), where 7, . denotes the invariant probability measure of the
Markov chain (A"),>1 defined in (4.54), and Ji“m()\) is the associated asymptotic variance
for A. Again, we write the asymptotic variance as the product of the centered second moment

under the steady-state Varys (Ao) and the number of correlation steps Oz« (A).

As N grows to infinity, and for equivalent state points r = na, say in the linear response
regime, the numerical results of Section 4.6.3 show that the contribution of the stationary
centered second moment will be asymptotically smaller for Norton estimators than for their
NEMD counterparts, owing to the fast decay of the variance of A in the Norton ensemble as
N — oo. This is reason to suspect that Norton estimators of the transport coefficient may
have lower asymptotic variance for large enough N, as long as the scaling of correlation times
for A in the Norton ensemble does not cancel this effect. To assess whether this is the case, we
plot in Figure 4.10 autocorrelation functions for equilibrium trajectories of A in the Norton
ensemble and R in the canonical ensemble, for several values of the system size N, again in the
case of a sinusoidal shear forcing profile. These correspond to the summand in (4.57), plotted
as a function of the physical simulation time. We observe that the correlation time is roughly
independent of N. In fact, the autocorrelation profile itself barely changes with increasing

system sizes.

Furthermore, we observe that the correlation time is much smaller in the Norton ensemble
than in the NEMD ensemble. This suggests that even for moderate system sizes, the asymptotic
variance for estimators of the linear response should be smaller for Norton systems than for their
NEMD counterparts, owing to smaller correlation times. We verify this intuition in Figure 4.11
for a fixed system of N = 1000 particles, in the context of shear viscosity computations. The
asymptotic variance for estimators of the Fourier linear response U; is plotted as a function
of the forcing magnitude, for the various forcing profiles considered in Section 4.6.2. Note
that the asymptotic variances indeed scale as n~2 for NEMD simulations and r~2 for Norton
dynamics, at least for small values of |r| and |n|. Interestingly, we find that Norton estimators
have lower variance in each situation. We expect that this difference will be more pronounced
for larger systems.
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Figure 4.10: Autocorrelation functions at equilibrium for the shear-viscosity Fourier response R
(given by (4.35)). Left: autocorrelation function of A for the Norton dynamics on R~'{0}. Right:
autocorrelation function of R in standard equilibrium simulations.
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Figure 4.11: Asymptotic variance for estimators of the Fourier response U; as a function of the
perturbation magnitude, in log-log coordinates. The expected scaling line for small values of the forcing
or response is plotted in red.
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4.7 Perspectives for future work

We list in this final section some of the many open questions raised by the stochastic Norton
approach, both on the theoretical and numerical sides. Certain points are currently being
tackled, but a lot remains to be done, and we hope that this work will encourage other

researchers to study Norton dynamics. We classify issues to address in three families.

Analysis of the continuous dynamics. A first task is to show that Norton dynamics are
well-posed and well-behaved. As such results will undoubtedly constitute necessary tools to
investigate the properties of Norton ensembles from a rigorous standpoint, they are of the
utmost importance. We identify the following questions:

o

Obtain sufficient conditions on the reference dynamics, F' and R, for the Norton dynamics

to be well-posed on arbitrarily large time horizons.

(0]

Prove the existence and uniqueness of a Norton steady-state.

(@]

Show pathwise ergodicity of the Norton dynamics.

o

Obtain bounds on the rate of convergence of arbitrary initial conditions to the Norton
steady-state.

In view of conditions such as (4.18), it is clear that not all pairs (F, R) give rise to well-posed
Norton dynamics. From a macroscopic point of view, the averages of F' and R correspond to
conjugate variables, hence we expect any reasonable microscopic realization to appropriately
relate the associated observables.

Theoretical questions. We list here various physically motivated questions, which would
in particular establish that the Norton method provides a viable way to compute transport

coeflicients.

o Derive equivalence of ensemble results between the Norton and canonical ensemble at
equilibrium (i.e. » = 0 and n = 0, respectively), in the thermodynamic limit.

o Prove the existence of the linear response (4.20) for all systems of finite size, and in fact
develop a theory of linear response theory for Norton ensembles. This would include
relating the transport coefficient to fluctuations in the Norton equilibrium ensemble,
analogously to standard Green—Kubo formuls in the canonical ensemble. This approach
was formally carried out in [120], for the special case of electrical conductivity or mobility,
in a deterministic setting. Carrying out this development would in particular require
understanding, for small |r|, the relation of the Norton equilibrium steady-state to the
invariant measure of the reference process (4.1), as well as to the nature of the forcing F'
and the response R.

o Show the consistency of the Norton approach, by proving that the transport coefficients
obtained with NEMD and Norton dynamics have the same thermodynamic limit, for
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bulk forcings. This can be considered as some form of equivalence of ensembles in a

perturbative nonequilibrium setting.

o Derive a result on the equivalence of ensembles for the Norton and NEMD approaches
beyond the linear response regime, for equivalent state points (i.e. the average forcing
experienced in Norton dynamics coincides with the fixed forcing in NEMD simulations).

o Develop a theory of the effect of long-range interactions in the Norton dynamics induced

by the constant-response constraint.

o Extend the Norton approach to nonequilibrium perturbations of the diffusion matrix, in
view of applying it to the study of thermal conductivity.

Numerical analysis of Norton dynamics. A last set of issues to address is related to
properties of Norton dynamics which are of practical interest for the efficient and accurate
computation of transport coefficient in realistic systems. A crucial point is to derive clear
conditions under which one should prefer the Norton approach to the usual NEMD method.
Another point concerns the study of the mathematical properties of the discretized dynamics.

o Carry out a rigorous analysis of the scaling of the variance of A in the thermodynamic
limit.
o Explain the shorter correlation times for Norton dynamics compared to the corresponding

NEMD dynamics. This and the previous question would ideally yield rigorous asymptotic
formulas for both the variance and correlation time in terms of n, r and N.

o Perform the numerical analysis of splitting schemes for Norton dynamics. This analysis is
a necessary step to derive error bounds relating quantitative properties of the continuous
dynamics with their discrete analogs. Useful results would include error estimates at the
level of discrete trajectories, or at the level of the invariant measures of the associated

Markov chains.
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We gather in these appendices the proofs of various technical statements, namely Equa-
tion (4.24) in Section 4.A, Equation (4.25) in Section 4.B, and Equation (4.33) in Section 4.C.

Appendix 4.A: Derivation of Norton dynamics in the case of

multiple constraints

We write here the proof of (4.24). We proceed as in Section 4.3.2, assuming that the forcing
process A" may be written as an It6 process before checking a posteriori that this assumption
is justified. More precisely, we write

dAF = dAT + AF dt,

where AT is the martingale part of the It6 decomposition of AT. Applying Itd’s formula to the
constant-response constraint R(Y;") = R(Yy) = r yields

VR(YF)TdYF + %VQR(Y;“) S d(YT), = 0. (4.58)
Identifying martingale increments, the uniqueness of the It6 decomposition implies
dA} = = [VROY)TF(Y7)] ™ VROYF)To(Y/) AW,
which in turns allows to compute the quadratic covariation term
A(Y"), = [Pryroo  Prop| (V1) dt = ryr (V) dt,

Using this expression in (4.58) and the uniqueness of the It6 decomposition once again to
identify bounded-variation parts, we recover

1
X = —(VRTF)™! [VRTb +5 (VAT HF,VR,J)} (¥7),

which yields (4.24) upon substituting the expression for dAj.

Appendix 4.B: Derivation of the Norton dynamics in the case

of time-dependent constraints

To prove (4.25), we once again proceed as in Section 4.3.2, writing the Ité6 decomposition for
the forcing process as
dAF = dAF + \Fat.
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Applying 1t6’s formula to the time-dependent constraint (4.25), we get
1
VR(Y,H)TAYR + 5V%R(Yﬁ)  d(YRY, =7, dt + 7, dBy,

which, by uniqueness of the It6 decomposition, leads to

71 dB; — VR(YR) - o(Y,?) dW,
VR(Y®) - F(Y) ’

dAR =

allowing to compute the covariation bracket as

F(Y®) @ F(Y)
(VR(Y®) - F(Y/]))

d <YR>t = HF’VR’U(Y;R) dt + 2?? dt.

One can then proceed to identify bounded-variation increments, and isolate AX:

F(Y®) @ F(Y)
(VR - F(Y/))
VR(Y) F(Y/F)

7| = VR(Y/) - b(Y%)

1
T — §V2R(Y;R) : [HF,VR,G(Y}R) + 2

AR =

Substituting in the expression for the forcing process finally yields (4.25).

Appendix 4.C: Derivation of the relation between color/single

drift linear responses

The proof of (4.33) is taken from unpublished notes by Julien Roussel, see the PhD thesis [288].
We assume for the ease of presentation that M = mld and d = 3, and denote by u the
equilibrium measure (4.27). The dynamics under consideration is the standard Langevin
dynamics, namely (4.26) with n = 0. Let us define, for 1 < 4,7 < N,

/8 [e.e]
Cij - W A E:u‘ [pi,z,tpj,x,(]] dt

In view of (4.32), upon summing over 4 the longitudinal p-components of the SDE (4.26) and
integrating in time,

Multiplying by p1..,0 and taking the expectation over trajectories started from canonical initial
conditions (so that the Brownian terms vanishes), it follows that

N N t
E, KZ pi,a:,t) pl,x,O] => <Ep [Pi,z,0P1,2,0] — %/0 B, [Piz,sP1,2,0] dS) :
i=1

=1
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By the decay properties of the evolution semigroup (obtained for instance by hypocoercive
approaches, see e.g. [329], as well as the introduction of [37] for a review), the left-hand side
converges to 0 as t — oo, while the integral is well-defined. Since py has diagonal covariance

with respect to u, we get

i\f: oo

m
]E pzmsplacO] ds=E [plx()] )
=1 0 IB

312

Equivalently,
ol 1
Zcil = . (4.59)
i=1 v
Using the indistinguishability of the particles,
V1 g i,j S N, Ci; = C11, Cij = C12. (4.60)

We can therefore rewrite (4.59) as

w1
012—N_1 ~y C11 ) -

This equality can be used to relate the linear responses of the single drift and the color drift.
By the Green—Kubo formula [142], the transport coefficient for the single drift is given by

CVFS =C11-
For the color drift, we expand, using the Green—Kubo formula,
B[ E,[(F F _ 1)t
AFy = ) M[( C‘pt)( C- pO Zczz+2 Z ( ) Cij
m* Jo —
1<i<gj<N

In view of (4.60), and using

which is easily seen by induction, we get

B 2|N/2] (1
OFc = C11 — m <7 —011) )

which is the claimed identity.



Chapter

A hypocoercive approach of the overdamped
limit for the kinetic Langevin equation with

multiplicative noise

Tteration, like friction, is likely to generate heat instead of progress.
— Mary Ann Evans (a.k.a. George Eliot), The Mill on the Floss
(Book II), 1860

Abstract. This note provides a simple derivation of the overdamped approxi-
mation for kinetic (or underdamped) equilibrium Langevin dynamics, in the case
of arbitrary matriz-valued, position-dependent damping parameters. While this
problem has previously been addressed using stochastic averaging and PDE homog-
enization methods, our approach is based on uniform hypocoercive estimates, which
may be of interest in their own right. We believe our approach to be of interest since
it allows for a very direct proof, providing a transparent explanation for the origin
of the “noise-induced drift” term in the limiting equation. Besides, while previous
studies of this problem focused on the small-mass limit, our results are given in
the large-friction regime. As an application, we compute the overdamped limit of a
class of kinetic Langevin dynamics with position-dependent mass matrices, which

are for instance used in internal coordinate molecular dynamics.

272
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5.1 Introduction

We study the overdamped limit of the kinetic Langevin equation, defined by the stochastic
differential equation (SDE)

dg} = VU (p})dt,
(5.1)

_ 2\ _
dpp = —VV(g})dt — AD(q})"'VU (p}) dt + \/?D@) V2 aw,

in the high friction regime A — +oo, where D : Q@ — S, is a symmetric positive-definite
matrix field called the friction profile, and W? is a standard Brownian motion in R?. Instead
of D=2 in (5.1), we could take any matrix-field A : Q@ — R%*¢ such that AAT = D~ with
sufficient regularity (see Assumption 5.1 below). But since any two square roots of D~! are
conjugated via an orthogonal transformation, we may assume that A = D~/2 is the positive
square root of D!, up to a change of Brownian motion. In (5.1), the functions U and V
correspond respectively to the kinetic and potential energies, which sum to the Hamiltonian

H(g,p) =V(q) +U(p).

The position variable ¢ evolves in X, where Q is either the d-dimensional torus LT? for
some L > 0, or Q@ = R?, while the momentum variable p € R? is in all cases unbounded. The
typical choice of kinetic energy is given by the physical definition

1 _
Up) =50 M~'p, (5.2)

where M is the mass matrix of the system, although other choices have been considered for
sampling, see for instance [310].

For the sake of consistency, we assume that W* is given by a diffusive rescaling of some
reference Brownian motion W, i.e. W = VAW, s forall At > 0.

We introduce the following family of rescaled-in-time, W-adapted processes:

X)=¢q), YA>0,t>0. (5.3)

The main result, stated in Proposition 5.6 below, is a pathwise convergence result when A —
+00 on compact time intervals for the process X* defined in (5.3) towards solutions on Q to
the SDE

B

with initial data Xy € Q, and where div denotes the row-wise (or column-wise) divergence

AX, = — [ D(X)VV(Xy)dt - = divD(Xt)} dt + ﬁDl/ 2(Xe)dWs, (5.4)

operator, which is well-defined under our regularity assumptions (see Assumption 5.1). The
dynamics (5.4) is the so-called Smoluchowski—Kramers dynamics. When D = Id is the identity
matrix, the dynamics (5.4) is the so-called overdamped Langevin equation. The term % divD is
a so-called “noise-induced drift” term, which has gathered attention in the physical literature,
see for example [331] and references therein.
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In the case where the matrix D is a constant, the convergence of the dynamics (5.1)
to the dynamics (5.4) is known since the work of Smoluchowski [306] and Kramers [198].
Moreover, the large friction regime can be mapped to the “small-mass” regime, via an
appropriate nondimensionalisation of the dynamics, see for instance [229, Section 2.2.4]. The
approximation of the dynamics (5.1) by the dynamics (5.4) in the small-mass regime is known as
the Smoluchowski-Kramers approximation. In the case of a state-dependent friction, when the
noise in (5.1) and (5.4) is multiplicative, The Smoluchowski-Kramers approximation is more
complicated to obtain, but has been studied with a variety of methods (see [130, 131, 177, 339]
and references therein), including stochastic averaging and PDE homogenization approaches.
The approximation has also been extended to more general settings, including stochastic
PDEs [69], kinetic diffusions on manifolds [43] and non-linear SDEs [239].

The purpose of this note is to provide a proof of the overdamped approximation (A — +00) by
completely different means, using analytical estimates from the theory of hypocoercivity [329],
and more precisely the L2-hypocoercivity approach developed in [105, 106, 37]. Because of
the techniques used, our result is limited to equilibrium systems, in which the force in (5.1) is
a gradient and the fluctuation-dissipation relation holds between the kinetic damping term
and the diffusion coefficient. However, the result is valid and quantitative in A (in a weak
sense, see Proposition 5.6 below) for more general kinetic energies U than the physical kinetic
energy (5.2). Moreover, the proof is very simple, and highlights the origin of the noise-induced
drift in a straightforward way. We also identify a gap in the proof of [339, Lemma 3.1], and
provide a correct argument for a similar step in our setting. Finally, we use our result to
derive the overdamped approximation of a more general underdamped Langevin dynamics, in
a case where both the mass and the friction are matrix-valued position-dependent functions,

computing the limiting dynamics in a one-dimensional system.

In Section 5.2, we introduce the necessary notation and hypotheses, and state the main
result. In Section 5.3, we prove the main result, and apply it in Section 5.4 to the more general
case of position-dependent masses. We finally prove in Appendix 5.A some key technical
results, including the hypocoercive estimates of Lemma 5.7, which may be of independent

interest.

5.2 Notation and main result

We introduce the necessary notation, state our hypotheses and our main result (Proposition 5.6).

Notation. Throughout this work, we abuse notation and denote probability measures with
the same symbol as their densities whenever they are absolutely continuous with respect to
the Lebesgue measure. With this convention, the equilibrium (or Gibbs) measure p is defined
(under Assumption 5.4 below) by the probability measure

p(dgdp) = pu(q, p) dgdp = exp (=BH(q,p)) /Zupdgdp,  Z, = /Q o e PH.
X

The measure (5.5) is a product u(dgdp) = x(dp) ® v(dq), with kinetic and configurational
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marginals
e—BU(p) e—BV(a)
k(p)dp = —F——dp,  v(g)dg=—F—dg, (5.5)
for™ oo
R4 Q

For any f € L'(Q x R? 1), we define the projector

of(a) = [, £(a.0)x(dp)

which sends f(g,p) to its partial average with respect to k. We make frequent use of the
weighted L?-space

2= {f e he(@x B+ [ fap<voo),
O xRd
and the closed subspace of p-centered observables
Li(p) = {f€L2(u): / fdu=0}-
OxRd

Note that TIy is a L?(u)-orthogonal projector, and that (Id — ITo)L?(u) C L3(i). We define
weighted Sobolev spaces, for k > 1 by

H (1) = {p € L2(n) : Va e N, |a <k, 9% € L2 ()},

with the usual multi-index notation for a € N™ i.e. [a| =377 aj, and 9°f = 93} ... 05
for f : R™ — R. Other weighted LP-spaces LP(u), LP(v), LP(k) and the associated Sobolev
spaces are defined in a similar fashion.

The generator of the dynamics (5.1) acts on smooth functions as the differential operator
Ly=A+)S,

where A and S are Hamiltonian transport and fluctuation-dissipation operators, defined
respectively by

A=VUG) V= VV@)' Y, S=—(D7@VUE) V,+ D7)V,

The L?(u)-adjoints of partial derivatives are found by integration by parts to be
0y, = =0y, + B0V (q), 0, = —0p, + BOU(p), V1<i<d,
from which we find

1 1,
=z —vap Y )V,

so that AS and A correspond respectively to the symmetric and antisymmetric parts of £y
on L2(u).

A= ViV =ViV,],  S=
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The generator of the dynamics (5.4), on the other hand, is given by

Lxs =—-VV DV + ;div D'V + ;D V2 = ;eﬁv div (e*ﬁVDv) :

which is a symmetric operator on L?(v), a property reflecting the reversibility of the dynam-
ics (5.4) with respect to v.

On the space R¥*? of d x d matrices, we denote by |||y the Hilbert-Schmidt (or Frobenius
norm), and by ||-[|,, the Euclidean operator norm.

The processes X, X* defined respectively in (5.4) and (5.3) are defined on a probability
space (2, F,P,,). Under the probability measure P,,, W is a Brownian motion, which is
independent from

(a0, p}) = (Xo,po) Y>>0,

which in turn has law g € P(Q xR%). As we will consider different choices of 1o, we emphasize
this in the notation P,,, and denote by E,, the associated expectation. We assume that the
SDEs (5.1) and (5.4) have strong solutions on [0, 7] for any T' > 0.

Hypotheses on U,V and D. In this paragraph, we introduce various assumptions which
we will use to state and prove our main result.

Assumption 5.1. The coefficients of (5.1) are smooth
Vec®(Q), UeC®R?Y, DecC™(Q;S;"),

and VV is globally Lipschitz.

Assumption 5.2. For all A > 0, the generator Ly is hypoelliptic, in the sense that

g=Lxf,g€C®(QxRY) = feC®(QxRY. (5.6)

Hypoellipticity can often be checked using Hérmander’s bracket condition, see [174] or
Lemma 5.9 in Appendix 5.A; in which we give simple sufficient conditions on U, V and D for
the implication (5.6) to hold.

Assumption 5.3. The diffusion D is uniformly bounded and elliptic, and has uniformly
bounded first derivatives:

1
AMp > 1:¥o € Q 7-1d < D(x) < Mpld,  D'e L™ (OGR! @ R), (5.7)
D
where the inequalities are in the sense of symmetric matrices, and where D', defined by
d
(D'(@) [u);; = > wDij(@)ur,  V(g,u) € QxR V1 <d,j < d, (5.8)
k=1

denotes the Fréchet differential of D.

Note that the conjunction of Assumptions 5.1 and 5.3 implies that the same conditions
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on D1 and D¥1/2,

The next assumption (which contains in particular the conditions [37, Assumptions 3.1
and 3.2]), ensures the validity of some key estimates (Lemma 5.7 below).

Assumption 5.4. The following conditions on U and V are satisfied.

o It holds, for any v > 0:
(L+[p1)e PP e LYRY), (14" + |VV(g))e V@ e L1(Q).

In particular, the equilibrium probability measure (5.5) is well-defined.

o The marginals k and v defined in (5.5) satisfy Poincaré inequalities: there exist K, K, >
0 such that, for any p € H'(xk) and ¢ € H(v),

1 1
lo = k2 < 1 IVpellizwy, 19 =v(W)lr2p) < 2 IVYIL2e). (5.9)

o There exist constants c1,ca > 0 and 0 < c3 < 1 such that the following bounds hold
pointwise:

IVVIRs <& (d+ [VVE), AV <edt Dvvp

o The function U is even, and for all multi-indices oy, as,a3 € N such that |oy| < i
for 1 <1< 3, it holds

90U € L?(k), (0°2U)(0*'U) € L3(k).

A simple case in which all the conditions on V and U imposed by Assumptions 5.1 and 5.4 is
the case where these two functions are smooth and grow quadratically at infinity. In particular,
the conditions on V' are vacuous if Q is compact.

The final assumption, which will be used to prove the second item in Proposition 5.6,
restricts the dynamics (5.1) to the physical setting, in which the kinetic energy is a positive

non-degenerate quadratic form.

Assumption 5.5. The function U in (5.1) is given by

1+
Up) = 5p' M~'p

for some constant matriz M € S;7.

Kramers—Smoluchowski approximation. The main result states two convergence results
for the time-rescaled position process X*, in the limit of a large friction intensity A\ — +oo.
Recall that (Xo = g3, p3) ~ po for all A > 0.

Proposition 5.6. Assume that po < u is such that

d
(Xo,p0) ~ po, dLMO € LP(u)  for some p € (1,+00].
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Suppose that Assumptions 5.1, 5.2, 5.3 and 5.4 are satisfied, and let q € [1,00) be the conjugate
exponent to p, i.e. ¢ =p/(p —1).

o foranyT >0 and 0 < a < %, there exists C(T, a, o) > 0 such that

c(T
. By [ - 7] € S0 10 510

0<t<T Xe/2 7

o suppose furthermore that Assumption 5.5 is satisfied. Then the following convergence of
path distributions holds:
X2, Y, X, P, e P(C([0,T]; Q). (5.11)

A—400

The key technical tool in the proof is the following result.

Lemma 5.7 (Uniform hypocoercivity in L?(x)). Let Assumptions 5.3 to 5.4 be satisfied.

o For any A > 0, the generator L is invertible on L3(n). Namely, for any p € L&(i), the

Poisson equation

Laf=¢
has a unique solution f = L;lgo € L3(u).

o If p € (Id —y)LE(u), it furthermore holds that for some constant C' > 0,
1 1 C
VAZ L L ellregy < Cllellizgy, VLY ellrzg < WHSDHLQ(/L)' (5.12)

The main interest of this result, beyond providing the L?-hypocoercivity property for the
dynamics (5.1), is the uniformity of the estimates in (5.12). Whereas standard hypocoercive

estimates give ||[,;1g0||L2( O(max(A, >‘_1))||80“L2(u) for general ¢ € L3(u), this bound can

D
be improved when ¢ € kerIly. The proof of Lemma 5.7, which uses the L?-hypocoercivity

framework of [37], is given in Section 5.A below.

5.3 Proof of Proposition 5.6

We now prove the main result. For the first item in Proposition 5.6, we first establish the result
for o = p and p = 2, and conclude for a more general initial distribution pg via a reweighting
argument. This will in particular establish the weak convergence of all finite-dimensional
time marginals of X* towards those of X. To prove the second point, we exploit the specific
form of the dynamics under Assumption (5.5) to obtain the tightness of the family (X}P)y>1
in P(C([0,T]; Q)), which will conclude the argument by a classical corollary of Prokhorov’s
theorem (see [41, Theorem 8.1]).

The first step is a simple computation with Itd’s formula, from which the origin of the
noise-induced drift appears clearly.
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An It6 computation. For any A > 0, since the quadratic covariation <q)‘> in the position

variable vanishes, it holds

2\
d[D(g)p)] = ~D(g")VV (q)) dt — Adg} + 5 D'(a) AW+ D'(a) [VUp)] pidt,

where we recall the definition (5.8) of D’. In particular, for any 1 < k < d,

d
(D'(q) [VU ()] p), = > 9iDkj(q)0iU (p)p;

ij=1
Isolating dg;' and integrating over [0, Mt], we get:

qﬁt—qOA——*/ D(g})VV(g}) ds+4 /15 /qus ) AW

+ X/o D'(@) [VU®wY)] bl ds + D(a))r ;D(qkf)pkt.

(5.13)

Defining X' = gy, this time-rescaling changes (5.13) into

X :Xo—/ot{ (XMHVV(XD) - Bde( } ds+\/7/ DY2(X)) AW, +R(t, ), (5.14)

where we introduced the remainder term

R(t,\) = Dlag)rd — Diagy) p” /\/ ¥(q2,p2) ¥(q,p) = D'(q) [VU(p)]p—;divD(Q),
(5.15)
and use X3 = ¢} = Xo.

Since p € L?(k), U € H'(xk) and D € W*®(k) (from Assumptions 5.3 and 5.4), an

integration by parts shows that component-wise:

My (D' (q) [VU (p)] p) = ;divmq),

so that ¢ € ((Id — HO)LZ(M))d C L&(u)?. Indeed, from (5.8) and the form (5.5) for &, for
any 1 < k < d,

[ 0@ P06, = 3 [ 0D @U e, s
R ij=1

- Z 9:Di;(q / (ip;) r(dp)

7]1

= B Z 0;j0; Dy (q)
Q=1

~ 5 (div D).
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In view of the form (5.4) of the limiting equation, we interpret R(-, \) as a perturbation term.

Using the first item in Lemma 5.7, we introduce, for each A > 1, the solution @) € L2(,u)d
to the (component-wise) Poisson equation:

LoDy = 1.

Since v is smooth and L) is hypoelliptic under Assumption (5.2), ®) is smooth, and we may
write the integral in (5.15) as

At XA, @ X, B
A/ (g pd) ds = 2 p”)A A(Xo. ) \/7/ Vp®a(X2,p3) T D(X2) 12 awy,

(5.16)
using 1t6’s formula and making the same rescaling in time as the one leading to (5.14). Using

these estimates, the proof of the first item (5.10) in Proposition 5.6 follows from a Gronwall-type
argument, which we now detail.

Proof of (5.10). Fix T > 0 and assume as a first step that uo = p. By Hoélder’s inequality,
it suffices to show the estimate (5.10) for a = 2. By stationarity, X;, X} ~ v and pﬁt ~ K
for all 0 < ¢ < T under P,. Note also that, since V,®, is in L?*(u) component-wise from the
second item in Lemma 5.7, the local martingale on the right-hand side of (5.16) is an L*(P,)
W-martingale.

We denote the difference process by
E} =X} - Xy,

which has finite second-moments by the first item in Assumption 5.4 under P, and write,
for0<t<T,

|EM? < U/ [b(X2) = b(X )}ds

where b(z) = —D(z)VV(x) + %div D(z) and o \/7D )1/2. We estimate each of these
terms separately. Let Ly, L, > 0 be Lipschitz constants for b and o (in the norm ||-||yg for o),

2
+

/ [o(x) = o(x)] aw,

0

+ R(t,)\)Q] . (5.17)

which exist by Assumptions 5.1 and 5.3. Then the first two terms inside the bracket on the
right side of (5.17) are bounded in expectation by

t
(L3 +12) [ B, 12 as (5.18)

using It6’s isometry to bound the second term. To control the remainder, we write, using (5.15)
and (5.16)

By [|R(VIP] <5 (
<5 (5

2
[IDpI32(s) + 1@3122) + 5. U JRZS Xs,pASFD(Xsrl/?dWsH)

M‘w >"[\’J

(19812 + 123120] + 1Dl @5l T )
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using once again It6’s isometry in the second line. We may now use the two estimates of

Lemma 5.7 to obtain
Cr

A
for some constant Cr > 0 independent of A. Collecting the estimates (5.17), (5.18) and (5.19),
we get, taking expectations,

Eu [[ROLOF] < (5.19)

E, DENQ] < 3(L§+L§) /OtEM [\Egﬂ ds+¥,

from which Gréonwall’s lemma gives

3Cr 2,72
sup E, [[Emﬂ < - 3T (Ly+L3)
0<t<T

)

which concludes the proof of (5.10) for po = p and a = 2.

To extend the argument to g, we simply reweight the initial condition. Let 0 < o < 2/gq.
We write, by Hoélder’s inequality,

1/q a2

duo
dp

duo

o adMO o
Byo [IE21] = B, [ LB 42 (Xo.p)| < B [IEX™) -

<E, [|BP]

o)
(5.20)

L ()

from which the proof of (5.10) follows from the case (uo, ) = (i, 2).

Tightness. We now prove (5.11). Since all finite-dimensional marginals of X* converge to
those of X by (5.10), it is sufficient, in order to conclude to the result of Proposition 5.6, to
prove tightness for the family of pushforward measures (X?P,,)x>1 on C([0,7]; Q). We use
the following criterion, which is an immediate corollary of [41, Theorem 12.3]. If the family
of initial laws ([Xé\L P”°>A>1 is tight in P(Q), and there exist real numbers a, b, C' > 0 such
that

YA>0,0<s<t<T, EMO[

X - Xt’\m < Ot — s)H, (5.21)
then (X2P,,)x>1 is tight in P(C([0,T]; Q)). Since [Xé\} P, = po for all A, it is sufficient to
control moments of the form (5.21).

Fix 0 < s <t < T. The first step is to write the velocity M ~'p; in a more explicit form.
We recall that under Assumption 5.5, U(p) = %pTM ~1p for some constant M € S;*. We view

the equation

A(M12p), = = MTV2VV (@) dt — A (MTY2D(g)) T M) MY dt

2\
[ G MD)W,

as a time-dependent linear ODE with a source term. To solve this equation, we introduce the
matrix of fundamental solutions to the associated homogeneous problem, namely the S;*-valued
process defined pathwise by the ODE:

AR} = - AMV2D(g))"'MV2R)dt, Ry =1d. (5.22)
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We will use the shorthand Dy, for the matrix field appearing in (5.22), i.e
Du(g) = M~"?D(q)" M~ 1/2,

Note that D), also satisfies Assumption (5.3), so that the existence, uniqueness and W-
adaptiveness of R on [0, \T] all follow from the general theory of linear ODEs with continuous
coefficients, see for instance [317, Section 3.4].

Using Duhamel’s principle, we can write

t
MY RN = R [ (R TIMATV(2) ds
0

2\ ¢
Hy[GRE [R)TM D) A

The validity of this expression may be checked a posteriori by applying It6’s product rule
to (R)~*M~1/2p}, and using the expression
-1 -1
d(RY) =A(RY) Dula)dr,
which itself is a consequence the well-known matrix identity 0;(A(t)™1) = —A(t) 710 A(t) A(t) L.

Left-multiplying M~/2p, by M~'/2 and integrating over [As, At], it follows, according to
the SDE (5.1), that the time-rescaled position increments can be written as

At At
—X;\:/ M 'prdr = M~/ V (R* 1/2po—R/ (RY) MYV (g)) du
As

1/ RA/ RA - ‘1/2D(q2)‘1/2dwj> dr],

which we split into three summands as M~Y2[I1(s,t) + Io(s,t) + I3(s,t)].

Take v > 1. Using the bound | X} —X2|” < HM‘1/2ng3'Y_1(\Il(s,t)\'Y—HIg(s,t)\7+]13(s,t)\7),
it remains to control the three integral terms separately, seeking uniform-in-A estimates for
their P, -expectation. We use the inequality:

-1

VO<s<t<T, HR,?‘ (Ri‘) < e Aepu(t—s) P, -almost surely, (5.23)

where || - || is the standard Euclidean operator norm on R?, for some ep ps > 0 independent
of A. This identity follows from the uniform bound (5.3), upon applying Gronwall’s inequality

2
pathwise, to |v(t)]? = |RMR) Ty , where v solves the ODE:
t ]

d

V) ==2ADu(g)Me(®),  v(s) =,

for any vp € R? (see also [317, Problem 3.31]).
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Applying (5.23) to I, we get the following almost-sure inequality:
¥
e AeD.MT dr) ,

which gives, upon taking the expectation with respect to py,

As

At
11 (s, t)|" < |[M™Y2p|7 (/

po(| M =1 2po|7)
)\VaDM

|M—1/2p0‘7q)1/q

Eyo (111 (s, 8)]"] < o ¥epars _ o~ Nenartyy ¢

Cp(po)-

(5.24)
using the reweighting argument of (5.20) in the last inequality. Since pg is Gaussian under p,
the yg-th moment (| M~1/2py[79) is finite, and the estimate (5.24) controls the contribution
of I1(s,t) to E,[| X2 — X7] uniformly with respect to .

7
ANe D.M

Next, we treat the second term, writing:

|I2(s, )] (AS

At Yy
<O\t —8))! / ( / e_/\EDJ‘/I(’"_“)\M‘l/QVV(q{Mdu> dr
As 0
At r v—1 r
<=y [ ( / _’\Eva‘f(T_“)du> ( / e_)‘s(r_“)|M_1/2VV(q{))|“’du> dr
0

t—87_

Y
MR TIMTIAV () dudr)

/ / e mlr= W N2V ()] dudr,

ED M As

where we used Holder’s inequality twice: once in r in the second line for the Lebesgue measure,
and once in w in the third line for the exponentially-weighted measure e=*¢0.("=%) dq;. Taking
the expectation with respect to PP, we get, with the same reweighting argument as in previous
estimates:

By (11205, )] < sup By [IM- V29V (g0 / | e qudr
O<u<t 5% As

t— )L\t — As
G| M2 e (v reyt/a L= 2)

5.25
E% ]\14 Aep,M (5.25)
s)7

Cylpo) |27y ooyt 0
D,M

We finally treat the last term I5(s,t), which requires some care. In the proof of [339,
Lemma 3.1], the authors suggest controlling similar double integrals by a (stochastic) Fubini
theorem followed by Doob’s maximal inequality. This argument, while giving sufficient control
formally, seems incorrect, as the resulting time-swapped integrands are not W-adapted, nor in
general (sub)martingales. A similar mistake can be found in the proof of [176, Section 3.4.2,

Lemma 10]. To avoid this difficulty, we write instead

I _ ’\tZA gh 2A a [T (o 2D (M Y2 i
3(3’t) - N r d?", t IBRt 0 Rs (QS) dst
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from which we get, using (5.22),

[2)
dZ} = —=A\Das(¢))Z)}dt + FM_l/QD(th)_l/z dwy, (5.26)

which we integrate against —A~'Djs(g*) ™! over [As, At] to obtain

2 At At
I3(s,t) = ’/AB/AS Dy MDY (@) aw) = At [ Das(g)tdz) (5.27)

As

To treat the first term, we use the Burkholder-Davis—Gundy inequality to obtain the existence
of C, g > 0 such that

#0[\/>/,\s D,} D™ 1/2 (qr)dW/\

We rewrite the second term in (5.27), using Itd’s product rule, which gives

<O, A 2E,,

</:t |[p3iar2D772] (@) dr) 7/2]

Cy gDt MTVED 2 (8- 572,
(5.28)

Mt M ,
[ D@4z} = Dulad) " 2 = Darlad) " 2~ [ (Dif) @M
S

S

Controlling these three terms requires some moment bounds on Z*. The idea is to apply Itd’s
formula to Z* with f(z) = |2|7. In view of the SDE (5.26) satisfied by Z*, it holds for v > 2:

B [1227] = 2By, (122772 (22) D) 2]
+ /\’m/@_ 2)E#0 {\2317—4M—1/2D(q?)—1M—1/2 720 ® Zﬂ
I )\%E#O UZ;\W_QTT (M_l/QD(qi‘)_lM_l/Q)} (5.29)
< -ACPEy, [121] + ACPR,, 12717
< -A\CPE,, [|ZA|W] +AC,
where the constants CSY) >0,1<i<4depend on D, and M, but may be chosen uniformly

in A. Indeed, by optimizing #7~? — at” with respect to 6, we get the inequality

—2
29 _9 J—=
V0>0,a>07>2 02 <l +a T2 (”) c
Y Y
which we use in the last line of (5.29) with o < C /C to absorb E,, {|Z7f‘|7_2} into the
dissipative term.

Solving the differential inequality with Z@ =0, we get:

nl— o—rACH C§4)

A
o |:’Zr ﬂ <At ACE < o

(5.30)
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for all » > 0. To make this argument rigorous, one should really apply It&’s formula to the
stopped process Zt/\/\rk with 73 = inf{t > 0: |Z}| > K} and fx a bounded C? function satisfy-
K

ing fx(2)1{2<k} = [2]7. One can then obtain E,, [’Zﬁ\m* |7} < C by the computation (5.29)
K
(for some C' not depending on K or ), and pass to the limit K — 4o0.

From the bound (5.30), it follows that

(4)
PR gl o v _ | C
EHO [A 1DM1(q/)\\s)Z)/}s } 7E#0 [)‘ 1DM1(Q§\\t)Z)>\\t‘ } <A 7 HDMIHLOO ﬁv (531)
op ~
and by Holder’s inequality we finally get
At , v At ~ 5
g [t [ (052 @ [t) 20 | < Cume s [ B sl 2]

054) 2 2vq\ 1/4
S Ompy(t—s)? CT;) u(\M‘lp\ ) Cp(po)

2y

o

/
where Cyr.py = (D]Ql) is finite by Assumptions 5.1 and 5.3, where we used
T LOO(Q;[:(Rd;RdXd))

Holder’s inequality in the first line and a Cauchy—Schwarz inequality with the same reweighting

argument as before in the last line.

Collecting the estimates (5.24) (5.25), (5.28), (5.31) and (5.32), we find that there exists v > 2
and C > 0 such that, forall A > 1 and all 0 < s <t < T, it holds

X - X3

Ey, | T<ow—s

By the criterion (5.21), the family of path laws (X;\IP’MO))\>1 is tight, which concludes the
proof of (5.11). B

5.4 Overdamped limit for a class of variable-mass matrices

In this section, we derive the overdamped limit for the underdamped Langevin dynamics, in a
simple setting where the mass matrix itself depends on the position variable. In contrast to
the dynamics (5.1) in Section 5.1, the Hamiltonian is no longer separable into a sum of kinetic

and potential terms. More precisely, we consider dynamics of the form

dgp = VpHar (g, py) dt,

[2) (5.33)
on Q x R? where H); is given by the Hamiltonian
1 _ 1
Hu(gp) = 5p" M~ @)p+ E(9),  E(g)=V(g) + 55 log det M(q), (5.34)
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with M, : Q — S are smooth, symmetric positive-definite matrix fields. Physically, the
variables (g, p) correspond respectively to the positions and momenta, and the matrix M to a
position-dependent “mass” parameter. Note that the corresponding Boltzmann—Gibbs measure

pe(a,p) dgdp = e @D dgdp, 7 = (2m/5) [e™@ag (53
Q

is such that, conditionally on ¢, the momentum p is again Gaussian, with a covariance
matrix %M (¢). The normalization constant in (5.35) is independent of M, thanks to the
term % log det M (q) appearing in the potential F. Since H); is non-separable, the Boltzmann—
Gibbs measure can no longer be written as a product measure. However, the marginal in ¢ is

again the Gibbs measure (5.5), i.e.

/ pa (g, p)dp = v(q).
Rd

For this reason, the dynamics (5.33) can be used to sample canonical configurations. It is a
natural alternative to (5.1) if one views M as a preconditionner, adapting the covariance in the
momentum variable to anisotropic features of the target distribution. In the case of a scalar
friction ¥ = v > 0, these dynamics have been linked to the generalized Hamiltonian Monte
Carlo family of sampling algorithm, see [231, Section 3.2]. Position-dependent mass matrices
also appear naturally when considering internal-coordinate molecular dynamics, see [326], in
which the state of the system is parametrized by “internal” degrees of freedom, such as nuclear
bond lengths and torsion angles. In this setting, the dynamics (5.33) is the natural counterpart
to the Cartesian equation (5.1).

A canonical transformation. We consider the class of dynamics which can be transformed
into one of the form (5.1) via a smooth diffeomorphism

I(g,p) = (z,v) = (x(g,p),v(g; p)) (5.36)

satisfying the following three conditions.

o To come back to the original coordinates from the limiting equation in z, the coordi-
nate x € Q from (5.36) should depend solely on g, i.e.

Vpx =0. (5.37)
o In order to preserve the Hamiltonian nature of the dynamics in the case A = 0, the

change of variables should be a canonical transformation, meaning that it should satisfy
locally the symplecticity condition

Id
vitovr=g  Jg=[ " R (5.38)
—Ide 0

o Finally, to apply the pathwise convergence result of Proposition 5.6, the Hamiltonian
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should become separable, with the kinetic energy given by a quadratic form

1
Hy(g:p) = 5v' Guv+ Vi oz (5.39)

for some constant matrix Gy € S;" and Vi : @ — R.

Writing the symplecticity condition, we find

T T T T
Ve 0 J Vgyx 0 _ Ve Ve —Vev Vexr Ver' Vv
Vv Vyv Vv Vyv —vaTqu 0 ’

which imposes (since V2 must be invertible for I' to be a diffeomorphism) that V,z = (va)fT,
and that the matrix {an:Tqu} (g¢,p) is symmetric. The first condition and (5.37) im-
pose V2v = 0, so that v(q,p) = A(q)p + b(q) is affine in p. Substituting this ansatz into (5.39),

equating linear and quadratic parts in p, we find

o(q.p) = Algp, Vg€ Q,  AlQ M NQA(Q) ' =Gum,  blg)=0.  (5.40)

Then, V o = A(q)~ ", so that the rows of A(q)~ " must be gradients of smooth functions on Q.
Therefore, x can be defined by

x(q) = QO+/01 ATT ()W () dt, Yy e{f eC®([0,1;Q): f(0) = qo, f(1) =g}, (5.41)

for any choice of base point ¢y = (qo) and path v. One can check with some index computation
(see Lemma 5.10) that this condition in turn implies the local symmetry property

Ve Voo =AYV =V Vr =Vl A™T (5.42)

so that the symplecticity condition (5.38) is indeed verified for this choice of (z,v).

Various classes of mass matrices ensure that the factorization (5.40) holds, with A~T
having gradient rows. When Q = R?, one can simply choose M = (V2®)? for some smooth
potential ® : R? — R with non-degenerate Hessian, in which case A = (V2®)~! and Gy = Id,
or M = (Id + VO)(Id + V)T for some sufficiently small vector field 6, in which case A =
(Id + VO)~! and again Gj; = Id. More generally, this construction is valid when M factors
as M = VUVUT for some smooth diffeomorphism ¥ : Q — Q.

An Itdé computation. We assume in this paragraph that the transformation I' defined
in (5.36) by (5.40) by (5.41) is valid and smooth.

Denote by (x,v7) := I'(¢), pp). We apply Itd’s lemma to (5.33) in order to derive an SDE
in these new variables. The first simplification follows from noting that, since I'(q, p) is linear
with respect to p, the partial Hessian of each component of I" with respect to p vanishes — this
will simplify the computation by dropping the quadratic covariation terms.

We first write, using Vo = A_T(CI),

dzp = Ver(q ) VpHu(q),p?) dt = A~ T (g) M1 (g))py dt = Gayop dt,
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using (5.40) and the form (5.34) of the Hamiltonian in the third equality. Next,

dv} = Veu(a, p?) dgp' + Vpo(ar, p7) dp?
= Vulgd,p)) M~ (gMpy dt

2
+ Ag)) <_quM(Qt)\7pi\) dt — AS() VpHar (g, p) dt + 4 EE(q?)l/Q dW?)

The fluctuation-dissipation term writes

B 2\ - 2~
—AA(g) 2 (g ) M l(q?)p?dtﬂ/gA(q?)E(th)l/z AW = —AS(g]) G aop dt+ gﬂ(qﬁ)m awy,

where $(¢) = A(¢)2(q)A(q) ", and X(q)'/2 := A(q)%(q)"/? is clearly a square root for 3(q).
For the contribution of the force term, we write V,H(q,p) = %Vq (pTM_l(q)p) + VE(q).
Note that
—A(@)VE(q)) dt = — [Vga|” " VoB(q}) dt = =V, (E o g) («7) dt,

using A(q)" = [V,z] ! (¢), leaving a final term

_ 1 _
Vau(a P M (@)pd dt = S ANV, (0T M 7 (a)p}) dt.

We write . .
SA@V ("M @)p) = SAW@V, (07 Carv)
= A(q)quTGMU,

as well as
VM~ (q)p = VuA(q) "A(q)” "M () A (q) Alg)p

=V, vA(q) Gy,

Multiplying the symmetry condition (5.42) on the left by A(q) and on the right by A(q)", we
see that V,vA(q)T = A(q)V,v", which shows the remaining term is zero.

Collecting terms, (z7,v;') satisfies the following Langevin equation

dz} = Gy} dt,
(5.43)

2
dv} = —VVa(g)) dt — XS (g)) G vy dt + \/ FZM(th)l/Q aw,

which is Equation (5.1) for the modified potential V = Vi, kinetic energy U(v) = 1o G,
and friction matrix D = ¥j; defined by

Vi(z) = [Eog(z),  Su(@)=|ATAT og|(2),  Su(2)/? = [AT20q| (2). (5.44)

Overdamped limit and application to the case @ =R. We apply Proposition 5.6 to
the transformed equation (5.43).
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Corollary 5.8. Assume that V : Q@ — R satisfies Assumptions 5.1 and 5.4, and that the

transformation T defined in (5.36) is a smooth symplectic transformation, where M satisfies a

factorization of the form (5.40). Assume moreover that M, A, ¥ are smooth and W**, and

that Assumption 5.3 is satisfied for D = M (and therefore also for D = AA") and D = ¥71.

Suppose that, for each X > 0, (¢3,p)) = (qo,p0), with (qo,po) ~ o € P(Q x RY), such

that po < puar, and d“(’ € LP(ppr) for some p > 1. For any X > 0, let (¢, p})i=0 be a solution
to (5.33).

Then, denoting (Q))i=0 = (¢3,)1=0, it holds

weakly

QP —— Q"B in P(C([0,T], Q)),

/\~>+

where QM = q(ZM) and ZM solves the SDE
1 2 __
azM = -3 (ZMYyV Vi (ZM) dt + 3 div Sy (ZM) dt + \ﬁle/Q(ZtM) dw;,  (5.45)
and Z(])V[ ~ v is independent from W.

Proof. Denote ZM’)‘ = :U:\\t, where (z*,v*) solves the SDE (5.43). By the previous computa-
tion, g o ZMA = Q.

Since M and logdet M are uniformly bounded on @, is straightforward to check that the
coefficients Vi and s in Equation (5.43) and the kinetic energy Uns(v) = 3v " Gao satisfy
Assumptions 5.1, 5.3 and 5.4 of Theorem 5.6. Furthermore, Assumption (5.5) is obviously
satisfied, as well as Assumption 5.2 using Lemma 5.9.

The fact that the distribution of (z3,v3), given by T.uo < p, satisfies d(C d*” 0 ¢ LP(p)
follows from a change of variables, since I'yups = p and I is a symplectic transformation, with
Jacobian determinant |det VI'|? = |det J| = 1.

Moreover (g o ZM”\)*]P’MO = QiIP’MO for all A > 0, from the previous computation. Since
the mapping f — ¢ o f is continuous on C([0,T]; Q), taking the weak limit of this identity
as A — +oo using the second item in Proposition 5.6 shows that Q}P,, — (g0 ZM).P,,
weakly in P(C([0,T]; Q)), where ZM satisfies the SDE (5.45). O

The limiting dynamics from Corollary 5.8 is not fully explicit, but in view of the specific form
of the coefficients (5.44), it is in fact closed with respect to Q). We make this observation
precise in the one-dimensional case @ = R, keeping in mind that similar computations can be

performed in the higher-dimensional case.

The dynamics (5.33) writes

A PZ\
dg dt,
L om(g))
1 m/(q}) o(q) 20 (q})
dp) = —€'(g)) dt — — —FL gt — A\ pM dt + £ 4By,
b= ) ) K g 5



290 Appendix 5.A: Proofs of technical results

where m, o, €’ are smooth and globally Lipschitz, e < m,o < e~! for some € > 0, and B is a
Wiener process. The condition (5.40) is verified vacuously for a(q) = m(q)~'/?, with

I'(q,p) = (/ thp/F>

From Corollary 5.8, the overdamped limit of z(g?,) in the limit A — +oo satisfies the
one-dimensional SDE

/ v’ / m'’ 1 1 /
dZy = —¢q (Zt)azg(Q(Zt)) dt —q (Zt)m(Q(Zt)) dt + 3 (QQO_ ° Q) (Zy) dt + \/;af( (Z:)) dBy

S gz ar - mm»&+1@%ﬁ<@“+¢27@m“%

2B0y/m B
e'v/m m’ 1 m! o' Jm om

v \FU (;QF] (¢(Zy))dt + \/;(Q(Zt)) dB;,
(5.46)

= — Zy))dt — ———— dt
R a(Z0)dt - ot a(Z))dt +
using ¢ T g in the last two lines. We now apply Itd’s formula with f(z) = ¢(2).
Denotmg Qt = q(z), dQr = ¢'(z)dz + J5(q(2t))q" (2) dt, substituting (5.46), and us-

ing ¢" = m2 o g, we find, after a simple computation, that

! 2
%(Qt) dt + \/;(Qt) dBy,

dQr = == (Qu)dt -

|

which corresponds to the dynamics (5.4) with the choice D = , and is interestingly

independent from the choice of m.

Appendix 5.A: Proofs of technical results

In this appendix, we gather the proofs of some useful technical lemmas.

Lemma 5.9 (Sufficient condition for hypoellipticity). Suppose Assumptions 5.1 and 5.3 are
satisfied, and furthermore that V2U is everywhere non-degenerate. Then Assumption 5.2 is
satisfied.

Proof. We write
. A
»CA—AOA+ZA WA V1<y<d, Aj,)\:\/;(D I/Z(Q)Vp>j,

where “1” denotes the L?(Q x RY) formal adjoint, and
Aor=A—-AVU ' D7 (¢)V,.

We check that the vector fields (A; x)o<j<q satisfy Hormander’s bracket condition (see [174]),
namely that their Lie algebra has full rank 2d everywhere.
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Computing, for 1 < a < d, the commutator

[Ag.a, A Z[aU i = (0.V) By, = N(U) Dy 0y, Dy *0, |
.5,k
_ % (0:0)8y, = M(D:U) D3 0y,, D >0y,

- Z % D20, + X

= —\/é (D712v2U9,) + X

for some X, )\ € Span(d,,1 < ¢ < d). Since D~1/2 has full rank everywhere by Assumption 5.3,
it follows that Span(d,,,dp,, 1 < i < d) = Span(A; », [Aox, Aix], 1 < i < d) whenever V2U has
full rank. ]

Even if V2U is degenerate at some points, one may still be able to show the hypoellipticity
of the generator by considering higher-order brackets, which leads to sufficient conditions
involving higher derivatives of U, see the discussion in [62, Appendix A].

Proof of Lemma 5.7. We prove the uniform-in-\ LZ(u)-hypocoercivity estimates used in
the proof of Proposition 5.6.

Proof. We adapt the proof of [37, Theorem 3.3], and refer to it for more details. It suffices
to replace Lgp = —%V;Vp by § = —%V;Dilvp whenever this operator appears, and use
the uniform bound (5.7) to carry through the estimates. Note that since A*1 = §*1 = 0,
both A and S preserve L3(u). As in [37], we write IL, = Id — Iy, and A, = [, Al for any
operator A on L3(u) and a, o’ € {0, +}.

To check that [37, Assumption 2.2] holds, we make the choice

K2
Mpp’

5=\ (5.47)
whose validity follows from Assumptions 5.3 and the Poincaré inequality (5.9) for x. The
verification of [37, Assumption 2.3] is unchanged, since the antisymmetric part A does not
involve D. We now check [37, Assumption 2.6]. This involves showing the L3(u)-boundedness
of two operators, defined by

Ay = AILST, By = AIhSATl (Al Aso) ™! + T AT (A Aso)

where II; is the orthogonal projector onto RanA+g C II.L3(x) and I, is the projector onto its
orthogonal complement in T LZ(1).

To show that A, is bounded, we compute (as in [37])

1
VINV, Iy,  N(¢)= | VUD '(q)V?Udk,

_A+OS.A+O - B q q Rd
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and the entries of this matrix N are bounded as multiplication operators on L?(v) from
Assumption 5.3. Therefore, the same factorization argument as in [37, Theorem 3.3] shows
that A, is bounded, with a bound

[ AN = Al A1]| < 400, (5.48)

where || - || denotes the L3(u)-operator norm.

To show the boundeness of B), we only need to check that
G = IS ATl (A%yAsg) "

is a bounded operator, since
H = I, A%y (A Aso)

is a bounded operator which does not involve D, following the same arguments as in the proof
of [37, Theorem 3.3].

To show that G is a bounded operator, we compute

ASA = ATV, T(q) = —;v;;p—l(q)vpv;;no,
and the entries of the row-vector .7 are bounded operators on L3(i), since D~1(g) is a matrix
of bounded operators on L?(v), whose entries commute with any of the d,,, 0y.. From here,
the boundedness of G and therefore of B) follows using Assumption 5.4, with the same
factorizations and commutation relations as in the proof of [37, Theorem 3.3]. In particular
we get the following bound:

[BAll < MG+ [|H]] < 400 (5.49)

We now show the uniform-in-\ estimates (5.12). In [37, Equation 2.3], the authors compute
the block decomposition of £3' on L3(u) = o L&(p) @ . L3(1), which is given by

&) | ~Spi Ao [£31] \
-], Aoso) | ], + 637, Awsoiden [£31], )

(5.50)

where &g, = AJ {£;1L+ A+ is the Schur complement associated with this decomposition,
acting on IgL3(x). The proof of [37, Theorem 2.7] shows that all these blocks are bounded
operators from L3(u) to L?(u). The top-left block 65}\ can be shown to be of order A in
operator norm, while the bottom-right block is of order A~!, and the off-diagonal blocks are

of order 1. Therefore, general hypocoercive estimates only provide a bound on the operator

= O(max(\,A71)).

norm Hﬁ;l‘
L3 () —L2(w)
However, in the specific case ¢ € I1,L3(u), some terms (namely those corresponding to the

left-column of the decomposition (5.50)) will be dropped from the final estimate for || £} || L2(p)s

= O(1) in the limit A — 400. More precisely,

which leads to an estimate Hﬁ)_\ll I L2 (1) L2 (1)
+Lg(p)— 1
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in this case,
£t = (m8aio [£57], + [637], + [637]., Avwsifdo [£57],,) o
where the proof of [37, Theorem 2.7] shows that

2
<=
S

|, + [£31],., Ansgiden [£37],

(5.51)

in operator norm on L3(p), with s is defined in (5.47). The remaining term is bounded by

\IT _1/2\/||A/\H ‘B)\H (5.52)

where the constants a,b are independent from A. From the bounds (5.51) and (5.52), the first
estimate in (5.12) follows from the linear scaling in A of each of s, ||A)|| and ||B,| as A — 400,
which follows from (5.47), (5.48) and (5.49).

H60 )\A0+

To estimate Vpﬁglcp, we have from an integration by parts that
-1 _ -1 -1
(P £310) 2y = MEE1019)

(] e

|v ,C (P”LQ(M

//\

ﬁM By
using Assumption 5.3 in the last line. From this bound, a Cauchy—Schwarz inequality gives

ﬂMD E CIBMD
e S o Ielzwl el < =5 19l1Z2 g,

vaﬁl

using the previous bound on Hﬁ;lgoHLz(u). O
Lemma 5.10 (Index computation). Let A : @ — R¥*? be a smooth matriz field such that A~
has gradient rows, and v(q,p) = A(q)p. Then the relation (5.42) holds.

Proof. Since A~! has gradient columns, we may write locally (A™1);; = 9;¢; for some (¢;)1<j<a € C(Q)%
We compute, with derivatives taken with respect to the g-variable:

(A7'Va0)ij =D (A7 )ia05(Aap)ps
B
:_Z za |:A8 A )A}aﬂpﬁ
= - Z 95( Ayspp

Z Py Uy,

using the matrix identity ;4 = —A9;(A~')A. This shows that A~V v is symmetric, and
therefore that (5.42) holds. O
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